
Compact course notes

Pure Math 665, Fall 2013
Riemannian Geometry

Lecturer: S. Karigiannis
transcribed by: J. Lazovskis

University of Waterloo
December 21, 2013

Contents

1 Review 2
1.1 Smooth manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Tangent vectors and derivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Tangent bundles and vector fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Operations on vector fields 7
2.1 The Lie bracket of vector fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Integral curves of vector fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Regular and singular points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Lie derivatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Differential forms and tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 Introduction to Riemannian geometry 22
3.1 Connections on the tangent bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Geodesics and parallel transports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Riemannian metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Elementary constructions with Riemannian metrics . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 The Riemannian connection / the Levi-Civita connection . . . . . . . . . . . . . . . . . . . . 37

4 Digressions and distances 39
4.1 Digression one - volume forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Digression two - Lie groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3 The exponential map and normal coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Distances and parametrization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5 Curvature 54
5.1 Flatness and curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Sectional curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 Einstein manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.4 Geometric interpretations of the Riemannian curvature . . . . . . . . . . . . . . . . . . . . . . 58

Index 62



In this course, we will study manifolds equipped with Riemannian metrics, which will allow us to measure
different things. These are some of the topics we hope to cover:

- Special curves called geodesics
- Curvature of Riemannian manifolds
- Hopf-Rinow theorem
- Submanifolds and the associated Gauss-Codazzi equations
- Gauss-Bonnet theorem
- Hodge theorem
- Bochner-Weitzenbock formula

1 Review

1.1 Smooth manifolds

Definition 1.1.1. A topological n-manifold M is a Hausdorff, second-countable, topological space that is
locally Euclidean of dimension n. This means that for all p ∈M , there exists an open set U 3 p and a map
ϕU : U → ϕU (U) ⊆ Rn whose image is also open.

p

U

M
ϕU (U) ⊆ Rn

ϕU ∼=

The pair (U,ϕU ) is called a coordinate chart.

Definition 1.1.2. Let M be a topological n-manifold. A smooth structure on M is a collection of charts
{(Uα, ϕα) : α ∈ A} such that

⋃
α∈A Uα = M and Uα ∩ Uβ 6= ∅ implies that ϕα ◦ ϕ−1

β : ϕβ(Uα ∩ Uβ) →
ϕα(Uα ∩ Uβ) is a diffeomorphism.

p

M

ϕβϕα

ϕα ◦ ϕ−1
β

ϕβ(Uβ)ϕα(Uα)

A smooth n-manifold is a topological n-matifold together with a choice of smooth structure. In the context
of this course, all manifolds wirr be smooth manifolds with fixed structure.

Example 1.1.3. Some examples of smooth n-manifolds are Rn, Sn, RPn. If M is a smooth m-manifold
and N is a smooth n-manifold, then M ×N is a smooth (m+ n)-manifold.
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Note that for manifolds, connectedness is equivalent to path-connectedness.

Definition 1.1.4. Let M,N be manifolds. A map F : M → N is termed smooth if all of its coordinate
representations are smooth.

Note that smoothness is a local property. A map is smooth at p ∈M if and only if it is smooth when related
to an open manifold of p.

M

N

ϕ(U)

U

V

ψ(V )

p

F (p)

ϕ(p)

ψ(F (p))

ϕ

F

ψF̂ = ψ ◦ F ◦ ϕ−1

Above, (U,ϕ) is a chart for M and (V, ψ) is a chart for N , with F (U) ⊆ V .

In this course, all maps will be smooth.

Definition 1.1.5. A map F : M → N of manifolds is a diffeomorphism iff it is a smooth bijection with a
smooth inverse.

Definition 1.1.6. A Lie group G is a group that is also a smooth manifold. It must be that the group
operation (x, y) 7→ xy−1 is a differentiable map of G×G to G. Fundamental Lie groups are:

- GL(n,R), the invertible n× n matrices over R, with size n2

- GL(n,C) as above, but over C and with size 4n2

- SO(n), O(n), U(n), SU(n)

Definition 1.1.7. Let M be a manifold and U = {Uα : α ∈ A} be an open cover of M . Then a partition of
unity subordinate to U is a collection of maps ψα : M → R such that for all α ∈ A:

1. 0 6 ψα(p) 6 1 for all p ∈M
2. supp(ψα) = {p ∈M : ψα(p) 6= 0} ⊆ Uα
3. for all p ∈M , there exists an open set Wp 3 p such that Wp ∩ supp(ψα) 6= ∅ for only finitely many α
4.
∑
α ψα(p) = 1 for all p ∈M

Note that there always exist partitions of unity. They are used to “patch together” local constructions to
get global constructions. Besides that, they are also used to:

- Define integration of n-forms on M
- Extend local objects to global objects (functions, vector fields)
- Prove existence of Riemannian metrics
- Prove existence of connections on vector bundles

1.2 Tangent vectors and derivations

Recall that C∞(M) is the set of smooth functions from M → R, an infinite-dimensional vector space, as
well as a commutative algebra with identity.
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Definition 1.2.1. Let p ∈ M . A derivation at p is a linear map Xp : C∞(M) → R such that the Leibniz
rule is satisfied, namely

Xp(fg) = (Xpf)g(p) + f(p)(Xpg)

Definition 1.2.2. The tangent space of M at p, denoted TpM , is the space of derivations at p. Note that
TpM is an n-dimensional real vector space, where n = dim(M).

The action of a tangent vector Xp ∈ TpM on C∞(M) as a derivation “is” the directional derivative of f at
p in the direction of Xp.

p

M

TpM

Xp

Definition 1.2.3. Let F : M → N be a map of manifolds, with p ∈ M . Then there is an induced linear
map (F∗)p : TpM → TF (p)N , termed the pushforward of F at p, or differential of F at p.

p

M

TpM

Xp
F (p)

TF (p)N

XF (p)

N

Rh ◦ F

h

F

(F∗)p

With respect to the diagram above, it is straightforward to check that the following identity is satisfied:

((F∗)p(Xp)︸ ︷︷ ︸
∈TF (p)N

)( h︸︷︷︸
∈C∞(M)

) = Xp( h ◦ F︸ ︷︷ ︸
∈C∞(M)

)

Remark 1.2.4. For maps F,G : M → N , we have that (G ◦ F )∗ = G∗ ◦ F∗ and (idM )∗ = idTpM . Hence if

F is a diffeomorphism, then (F∗)p : TpM
∼=−−−→ TF (p)N is a linear isomorphism.

Also note that the tangent space is local, so if U ⊆M is open with p ∈ U , then TpU = TpM . Moreover, we
have the following identification, given the situation on the left:

p

ϕ(p)U

M
ϕ(U)

ϕ

(ϕ∗)p : TpM
∼=

isom.
Tϕ(p)Rn

∼=
can. isom.

Rn

4



Definition 1.2.5. Let {(e1)p, . . . , (en)p} be the standard ordered basis of Tϕ(p)Rn. Define

∂

∂xk


p

= (ϕ∗)
−1
p ((ek)p) ∈ TpM

Then the coordinate basis of TpM associated to the chart (U,ϕ) is given by

∂

∂x1


p

, . . . ,
∂

∂xn


p

Let f ∈ C∞(M). The expression ∂
∂xk


p
f denotes the partial derivative in the ek-direction of the coordinate

representation of f at p. With this, we have that

∂

∂xk


p

f = ((ϕ−1)∗(ek))f

= ek(f ◦ ϕ−1)

= ekf̂

=
∂f̂

∂xk
(ϕ(p))

Remark 1.2.6. Let F : Mn → Nk be a smooth map of manifolds, with (F∗)p : TpM → TF (p)N a linear
map. Define the following values:

(U,ϕ) is a chart containing p
{

∂
∂x1


p
, . . . , ∂

∂xn


p

}
is a basis of TpM ϕ(q) = (x1(q), . . . , xn(q)), q ∈ U

(V, ψ) is a chart containing F (p)

{
∂
∂y1


F (p)

, . . . , ∂
∂yn


F (p)

}
is a basis of TF (p)N ψ(s) = (y1(s), . . . , yk(s)), s ∈ V

Then the k × n matrix for (F∗)p with respect to these bases is

((F∗)p)i,j =
∂F̂ i

∂xj
(ϕ(p))

This is the Jacobian matrix at ϕ(p) of the coordinate representation F̂ = ψ ◦ F ◦ ϕ−1. To make a change of
coordinates between two charts (x1, . . . , xn) and (x̃1, . . . , x̃n) around p, for Xp ∈ TpM , we have

Xp =

n∑
i=1

ai
∂

∂xi


p

=

n∑
i=1

ãi
∂

∂x̃i


p

ãi =

n∑
j=1

aj
∂x̃i

∂xj
(p)

Definition 1.2.7. A smooth curve on a manifold M is a smooth map α : I → M , where I is the open
interval in R.

M

α

α(t0)

α(t1)

Tα(t0)M

Let t0 ∈ I and p = α(t0), as above. Then we have a map (α∗)t0 : Tt0R → Tα(t0)M , noting that Tt0R ∼= R.
We then define the velocity vector of α at α(t0) to be

α′(t0) = (α∗)t0

(
d

dt


t0

)
∈ Tα(t0)M

5



In local coordinates, this may be expressed as

α(t) = (x1(t), . . . , xn(t))

α′(t0) =

n∑
i=1

dxi

dt
(t0)

∂

∂xi


α(t0)

Note that every tangent vector in TpM may be expressed as a velocity vector at p of a smooth curve through
p, in many ways. Such an interpretation of tangent vectors gives us an easy way to actually compute the
pushforward explicitly in practice.

For instance, let F : M → N , p ∈ M , and Xp ∈ TpM . Choose any smooth curve α : I → M such that
α(0) = p and α′(0) = Xp.

p = α(0)
Xp =
α′(0)

α

M

(Fα)p(Xp)

F (α)

F (p)

N

F

Then (F∗)p(Xp) = (F ◦ α)′(0). Observe that F ◦ α is a smooth curve on N , and (F ◦ α)(0) = F (p).

1.3 Tangent bundles and vector fields

Definition 1.3.1. Let M be a manifold. Then the tangent bundle of M is defined to be the smooth
2n-manifold

TM =
⊔
p∈M

TpM = {(p, vp) : p ∈M,vp ∈ TpM}

Consider a map π : TM →M , given by π(p, vp) = p. This is termed the projection map. Then if (U,ϕ) is a

chart for M , it induces a chart (Ũ , ϕ̃) for TM as follows:

Ũ = π−1(U) = {(p, vp) : π(p) ∈ U}
ϕ̃ : Ũ → ϕ̃(Ũ) ⊆ Rn ⊕ Rn

ϕ̃

(
p,

n∑
i=1

ai
∂

∂xi


p

)
= (ϕ(p), a1, . . . , an)

= (x1(p), . . . , xn(p), a1(p, vp), . . . , a
n(p, vp))

Definition 1.3.2. A smooth vector field on M is a smooth map X : M → TM such that π ◦X = idM , that
is, π(Xp) = p.

Note that here we have expressed the tangent vector as a function, i.e. X(p) = Xp. This function in local
coordinates may be given by

X =

n∑
i=1

ai
∂

∂xi
Xp =

n∑
i=1

ai(ϕ(p))
∂

∂xi


p

∈ TpM

Here the ai are smooth functions defined on the domain ϕ(U) of the chart. We also define Γ(TM) to
be the space of smooth vector fields on M , which is an infinite-dimensional real-valued vector space (or a
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C∞(M)-module). This gives the following relations, for p ∈M :

X ∈ Γ(TM) fX ∈ Γ(TM)
f ∈ C∞(M) (fX)(p) = f(p)Xp ∈ TpM

Remark 1.3.3. Given X ∈ Γ(TM), there is an induced map X : C∞(M) → C∞(M), such that for
h ∈ C∞(M), (Xh)(p) = Xph. In local coordinates, X =

∑
i a
i ∂
∂xi .

Also note that X is linear over R, and satisfies the Leibniz rule, namely

X(fg) = f(Xg) + (Xf)g

Definition 1.3.4. Let F : M → N be a map of manifolds, and X ∈ Γ(TM), Y ∈ Γ(TN). Then we say
that X and Y are F -related iff TF (p)N 3 (F∗)pXp = YF (p), for all p ∈ M . This follows, by the definition of
a pushforward, iff X(h ◦ F ) = (Y h) ◦ F for all h ∈ C∞(N).

2 Operations on vector fields

2.1 The Lie bracket of vector fields

Definition 2.1.1. Let X,Y ∈ Γ(TM). Then the Lie bracket of X,Y is denoted by [X,Y ]. It is a vector
field on M , defined by

[X,Y ]f = X(Y f)− Y (Xf) f ∈ C∞(M)

Locally, the explicity function is given by

X = ai
∂

∂xi
Y = bj

∂

∂xj
[X,Y ] =

(
ai
∂bj

∂xi
− bi ∂a

j

∂xi

)
∂

∂xj

The Lie bracket satisfies the following properties, for all X,Y, Z ∈ Γ(TM) and f, g ∈ C∞(M):

1. [X,Y ] is R-linear in X and Y
2. [X,Y ] = −[Y,X]
3. [[X,Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0
4. [fX, gY ] = fg[X,Y ] + f(Xg)Y − g(Y f)X ∈ Γ(TM) The first three conditions indicate that Γ(TM)

is a Lie algebra. The third condition is also termed the Jacobi identity.

Proposition 2.1.2. Let F : M → N be a map of manifolds. Suppose X1, X2 ∈ Γ(TM) and Y1, Y2 ∈ Γ(TN),
and that Xj is F -related Yj for j = 1, 2. Then [X1, X2] is F -related to [Y1, Y2]. In particular, F∗[X1, X2] =
[F∗X1, F∗X2].

Example 2.1.3. Let G 3 a be a Lie group. Define La : G → G by La(G) = ag, left-multiplication by a.
Then the map is smooth, with La−1 = (La)−1. This follows as La is a diffeomorphism of G for all g ∈ G.

Definition 2.1.4. A vector field X ∈ Γ(TG) is termed left-invariant iff (La)∗g(Xg) = Xag for all a ∈ G.

g ∈ G

Xgag = Lag

(La)∗g(Xg)

G

A left-invariant vector field X on G is La-related to itself for all a ∈ G.
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Proposition 2.1.5. The set of all left-invariant vector fields on G is a Lie subalgebra (a vector space closed
under the Lie bracket) of Γ(TG) of dimension dim(G).

Proof: Since (La)∗g is linear, J is a vector subspace of Γ(TG). We need to show that it is closed under the
Lie bracket:

(La)∗[X,Y ] = [(La)∗X, (La)∗Y ] = [X,Y ]

The last equality follows as X,Y are left-invariant. Hence [X,Y ] ∈ J.

Now we will show that J ∼= TeG, for e the identity element. Consider the map ` : TeG→ Γ(TG) given by

(`(Xe))g = (Lg)∗e(Xe) ∈ TgG with (Lg)∗e : TeG→ TLg(e)=gG

We leave it as an exercise to show that `(Xe) is a smooth map G→ TG. To show this, use local coordinates
and the fact that multiplication in G is smooth. Our next claim is that `(Xe) ∈ J is a left-invariant vector
field. This follows as:

(La)∗g((`(Xe))g) = (La)∗g((Lg)∗e(Xe)) = (La ◦ Lg)∗e(Xe) = (Lag)∗e(Xe) = (`(Xe))ag

We leave it as an exercise to check that ` is injective and surjective onto J , which will give that ` : TeG→ J
is an isomorphism. �

Remark 2.1.6. With respect to the above proposition, J ∼= TeG is called the Lie algebra of the Lie group G.
So if v, w ∈ TeG, we let [v, w] = [`(v), `(w)]e ∈ TeG. Moreover, if f : G→ H is a Lie group homomorphism
(that is, f(ab) = f(a)f(b), and f(e) = e), then (f∗)e : TeG → TeH is a Lie algebra homomorphism. Also
note that then [(f∗)ev, (f∗)ew] = (f∗)e[v, w].

2.2 Integral curves of vector fields

In this section, we will see that vector fields are infinitesimal diffeomorphisms.

Definition 2.2.1. Let M be a manifold, and V ∈ Γ(TM). An integral curve of V is a smooth curve
γ : I → R such that γ′(t) = Vγ(t).

M

V

γ

Example 2.2.2. Let M = R2 with global coordinates (x, y). Any vector field on M is given by a(x, y) ∂
∂x +

b(x, y) ∂∂y for smooth functions a, b.
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Example 2.2.3. Let M = R2 and consider the following vector field:

V = x
∂

∂y
− y ∂

∂x

x′ = −y y′ = x
x′′ = −x y′′ = −y

=⇒ x(t) = x0 cos(t) + y0 sin(t)
=⇒ y(t) = x0 sin(t)− y0 cos(t) ∀ t ∈ R

x

y

Remark 2.2.4. How is it possible to find integral curves? Let p ∈M , and let (U,ϕ) be a chart containing p,
with V = V i(x1, . . . , xn) ∂

∂xi . Then a curve γ in local coordinates looks like ϕ◦γ = γ̂(t) = (x1(t), . . . , xn(t)),
giving

Tγ(t)M 3 γ′(t) =
dxi

dt
(t)

∂

∂xi


γ(t)

To have γ′(t) = Vγ(t), we need dxi

dt = V i(x1(t), . . . , xn(t)) for all i = 1, . . . , n and t ∈ I, the domain of γ.
This is a system of a first order ODE, which leads us to the following theorem:

Theorem 2.2.5. [Picard, Lindelof]
Given initial conditions xi(0) = xi0 ∈ R for all i = 1, . . . , n, there exists a unique solution (x1(t), . . . , xn(t)) to
the system of first order ODEs above for t ∈ (−ε, ε), for some ε. Furthermore, the solution depends smoothly
on the initial conditions.

Example 2.2.6. Let M = R2, and consider the following vector field:

V = y
∂

∂x
+

∂

∂y

V = x′(t)
∂

∂x
+ y′(t)

∂

∂y

y′ = 1 =⇒ y = y0 + t
x′ = y =⇒ x′ = y0 + t

=⇒ x = x0 + y0t+ 1
2 t

2

x

y

Here we see that solutions do indeed exist for all t ∈ R.

Example 2.2.7. Let M = R2 and consider the following vector field:

V = x2 ∂

∂y
+

∂

∂x

x′ = x2 y′ = 1

x

y

9



Next we will package the integral curves together with a vector field.

2.3 Flows

Definition 2.3.1. Let V ∈ Γ(TM) Suppose for simplicity that there exists an integral curve of V given
by Θ(p) : R → M for all p ∈ M , with Θ(p)(0) = p. For all t ∈ R, define a flow on M to be the function
Θt : M → M , with Θt(p) = Θ(p)(t). This is a function that follows the integral curve that starts at p for
time t. The space V associated to Θ is termed the infinitesimal generator of Θ.

Θ(p)

Θ(p)(t) = Θt(p)
p

M

Let q = Θ(p)(s), and consider the smooth curve Θ(p)(t+ s) = γ(t). For this curve,

γ(0) = Θ(p)(s) = q

γ′(0) =
d

dt


t=0

Θ(p)(t+ s) =
d

du


u=s

Θ(p)(u) = VΘ(p)(s) = Vq

Therefore γ(t) = Θ(q)(s). By uniqueness of integral curves,

Θt+s(p) = Θ(p)(t+ s) = Θt(q) = Θt(Θs(p))

Hence Θt+s = Θt ◦Θs, meaning that if we follow an integral curve for time s, then time t, it is the same as
following the curve for time s+ t. This law, among others, gives us a complete perspective on flows:

Θt+s = Θt+s

Θ−1
t = Θ−t

Θ0 = idM

Θt : M →M is a diffeomorphism of M for all t

The last statement holds because the ODE theorem gives smooth dependence on time.

Definition 2.3.2. Let M be a manifold, and for p ∈ M , suppose that there exists ε > 0 such that
γ : (−ε, ε)→M is an integral curve of V with γ(0) = p. If all integral curves of V are defined for all t ∈ R,
then V is termed a complete vector field.

Definition 2.3.3. A global flow on a manifold M is a smooth map Θ : R×M →M such that for all t, s ∈ R
and p ∈M ,

Θ(t,Θ(s, p)) = Θ(t+ s, p)

Θ(0, p) = p

Notationally, we may associate this to the presentation of flows above:
· define Θt : M →M by Θt(p) = Θ(t, p)
· define Θ(p) : R→M by Θ(p)(t) = Θ(t, p)

Now these statements are equivalent to the ones above.
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Theorem 2.3.4. [Fundamental theorem of global flows]
Let Θ : R×M →M be a global flow. For all p ∈M , define Vp = Θ(p)′(0) ∈ TpM . Then p 7→ Vp is a smooth
vector field on M , and each Θ(p) is an integral curve of V .

Proof: First, we need to show that V is smooth. It is enough to show that V f ∈ C∞(M) for all f ∈ C∞(M).
This is left as an exercise. So first we observe that

Vpf = Θ(p)′(0)f =
d

dt


t0

f(Θ(p)(t)) =
d

dt


t0

f(Θ(t, p))

is smooth as a function of p. Hence V is smooth. Next, we need to show that Θ(p) is an integral curve of V .
This implies showing that Θ(p)′(t0) = VΘ(p)(t0) for all p ∈M and t0 ∈ R. Define some values as follows:

q = Θ(p)(t0) = Θt0(p)

Θ(q)(t) = Θt(q) = Θt(Θt0(p)) = Θt+t0(p) = Θ(p)(t+ t0)

Now observe that

Θ(q)′(t) = Θ(p)′(t+ t0) and Θ(q)′(0) = Θ(p)′(t0) = Vq

This completes the proof. �

However, in general we have the problem that a vector field does not determine a global flow. To resolve
this issue, we introduce the idea of a flow domain.

Definition 2.3.5. For a manifold M , a flow domain is an open subset D ⊆ R×M such that for all p ∈M ,
Dp = {t ∈ R : (t, p) ∈ D} is an open interval containing 0.

R

M

p

D

Definition 2.3.6. A local flow on a manifold M is a smooth map Θ : D→M such that Θ(0, p) = p for all
p, and t ∈ DΘ(s,p) for all s ∈ D(p) such that

s+ t ∈ D(p) =⇒ Θ(t,Θ(s, p)) = Θ(t+ s, p)

In other words, the group law holds whenever both sides are defined.

Remark 2.3.7. The fundamental theorem of flows may be equivalently stated by replacing the first sentence
with: Let Θ : D→M be a flow. The proof is the same, as the fact that Θ was global was never used.

Theorem 2.3.8. [Fundamental theorem of global flows, part 2]
Let V ∈ Γ(TM). Then there is a unique maximal flow Θ : D→M whose infinitesimal generator is V . This
flow satisfies the following:

1. for all p ∈M , Θ(p) : D(p) →M is the unique maximal integral curve of V starting at p
2. if s ∈ D(p), then DΘ(s,p) = D(p) − s = {t− s : t ∈ D(p)}
3. for all t ∈ R, Mt = {p ∈M : (t, p) ∈ D} is open in M
4. for all (t, p) ∈ D, (Θt)∗Vp = VΘt(p)

The last statement asserts that V is Θt-related to itself. We say that V is then invariant under the diffeo-
morphism Θt, written (Θt)∗V = V , though here, V is restricted to Mt.

11



Proof: 1. By the ODE theorem, there exists an integral curve γ starting at each p ∈M . By uniqueness, any

two such curves agree on their common domain. For p ∈ M , let D(p) = (union of al open intervals I ⊂ R
containing 0 on which an integral curve starting at p is defined). Define Θ(p) : D(p) →M by Θ(p)(t) = γ(t)
for any γ whose domain contains t. Then this is a maximal integral curve by construction that is well-defined
and smooth.

2. This is clear, and is left as an exercise. It relies on the (easily provable) fact that if D is open, then
Θ : D→M is smooth.

3. Let Mt = {p ∈ M : (t, p) ∈ D}, which is open as D is open and Θ is continuous. Then p ∈ Mt

implies that t ∈ D(p), and DΘt(p) − t by 2. Hence −t ∈ DΘt(p), so Θt(p) ∈M−t. Therefore Θt : Mt →M−t.
And by the group law as before, Θ−1

t = Θ−t, so Θt : Mt →M−t is a diffeomorphism.

4. Let (t0, p) ∈ D, and q ∈ Θt0(p). We want to show that ((Θt0)∗)pVp = Vq. To show this, we apply both
sides to f ∈ C∞(V ) for U ⊂M open, where q ∈ U . This gives:

(Θt0)∗Vpf = Vp(f ◦Θt0) (by definition of (Θt0)∗)

= Θ(p)′(0)(f0Θt0) (as Θ(p) is an integral curve of V starting at p)

=
d

dt


t=0

(f ◦Θt0)(Θ(p)(t))

=
d

dt


t=0

f(Θt+t0(p))

=
d

dt


t=0

f(Θ(p)(t+ t0))

= Θ(p)(t0)f

= VΘ(p)(t0)f (as Θ(p) is an integral curve of V )

= Vqf

This completes the proof. �

Our next goal for the following lectures will be to prove the theorem below:

Theorem 2.3.9. [Frobenius theorem]
Let M be a manifold. Let V1, . . . , Vn be smooth vector fields on an open subset of M . Suppose that
{V1|p, . . . , Vn|p} is a linearly independent set. Then there exists a coordinate chart (w,ϕ) containing p such

that in these coordinates, Vi = ∂
∂xi .

This is equivalent to saying that [Vi, Vj ] = 0 for all i, j.

2.4 Regular and singular points

Definition 2.4.1. Let V ∈ Γ(TM). A point p ∈ M is termed a singular point of V if Vp = 0. If Vp 6= 0,
then p is termed a regular point.

Lemma 2.4.2. Let V ∈ Γ(TM). Let Θ : D → M be the flow whose infinitesimal generator is V . If p is

a singular point of V , then D(p) = R, and Θ(p) : D(p) → M is an immersion. That is, (Θ
(p)
∗ )t : TtD

(p) →
TΘ(p)(t)M is injective.

Proof: If Vi = 0, then γ : R → M is defined by γ(t) = p for all t, which is a smooth curve on M with
γ′(t) = 0 = Vγ(t) = Vp. By uniqueness, this is the maximal integral curve starting at p.

For the second part, note that if Vp 6= 0, then we let γ = Θ(p). We need to show that γ′(t) 6= 0 for all
t ∈ D(p). Let t0 ∈ D(p), and q = γ(t0). Then by the fundamental theorem of global flows, Vq = (Θt0)∗(Vp).

12



But (Θt0)∗ is an isomorphism TpM → TΘt0 (p)M , since Θt0 is a diffeomorphism. So Vp 6= 0, which implies
that Vq 6= 0. �

Theorem 2.4.3. [Canonical form theorem (or Flow box theorem)]
Let V ∈ Γ(TM) with Vp 6= 0. Then there exist local coordinates (u1, . . . , un) on a neighborhood of p in
which V has the form V = ∂

∂u1 .

Heuristically, the theorem changes the vector field of a neighborhood on the manifold as follows:

M

ϕ

u1

u2, . . . , un

V
ϕ−−→ ai(u1, . . . , un) ∂

∂ui

The theorem states that
a1 = 1, ai = 0 for all other i

Proof: We need to find a coordinate chart (U,ϕ) such that (ϕ−1)∗
(
∂
∂u1

)
= V . This question is local, so

WLOG we may assume that M is an open subset U ⊂ Rn with coordinates (x1, . . . , xn) centered at p.

x1
p = 0

U ⊆M

x2, . . . , xn

By reordering the coordinates, WLOG Vp has a non-zero component in the direction ∂
∂x1


p
. Let Θ : D→ U

be the flow of V . Then there exists ε > 0 and a neighborhood U0 ⊂ U of p such that (−ε, ε) × U0 ⊂ D by
the ODE theorem.

Now, let S0 ⊂ U0 be defined by S0 = U0 ∩ {x1 = 0}, and S ⊂ Rn be defined by S = {(u2, . . . , un) :
(0, u2, . . . , un) ⊂ S0}. Define the map ψ : (−ε, ε)× S → U by (u1, . . . , un) 7→ Θu1(0, u2, . . . , un), giving:

x1
p

U
U0

x2, . . . , xn

S0

p u1

u2, . . . , un

S

ϕ

ψ

Then for each flow (u2, . . . , un), ψ maps (−ε, ε)×{(u2, . . . , un)} to the integral curves starting at (0, u2, . . . , un) ∈
U0. Next, we claim that ψ pushes ∂

∂u1 forward to V . To see this, let (t0, u0) ∈ (−ε, ε)× S. Then

ψ∗

(
∂

∂u1


(t0,u0)

)
f =

∂

∂u1


(t0,u0)

(F ◦ ψ) =
∂

∂u1


(t0,u0)

f(Θu1(0, u0)) = Vψ(t0,u0)f

13



The first equality follows from the definition of a pushforward, and the second follows from the definition of
ψ. The last equality follows as Θt is an integral curve of V . note also, that when restricted to {0} × S, we
have ϕ(0, u2, . . . , un) = (0, u2, . . . , un), because Θ0 = id, and

(ψ∗)
∂

∂u1


(0,0)

=
∂

∂xi


p

for i = 1, 2, . . . , n

Hence at (0, 0), the map ψ∗ takes(
∂

∂u1


(0,0)

,
∂

∂u2


(0,0)

, . . . ,
∂

∂un


(0,0)

)
to

(
Vp,

∂

∂x2


p

, . . . , ,
∂

∂xn


p

)

So (ψ∗)(0,0) takes a basis to a basis, so it is an isomorphism, meaning that by the inverse function theorem,

there exists an open neighborhood W 3 (0, 0) and an open neighborhood W̃ = ψ(W ) 3 p such than
ψ : W → W̃ is a diffeomorphism. Let ϕ = ψ−1 : W̃ →W , for W̃ ⊂ U0 open, and so

(ϕ−1)∗

(
∂

∂u1

)
= (ψ∗)

(
∂

∂u1

)
= V

as desired, thus completing the proof. �

Example 2.4.4. Let M = R2, and V = y ∂
∂x + ∂

∂y . The integral curves are x′ = y and γ(t) = (x0 +

y0t + 1
2 t

2, y0 + t). We take p = (2, 0), so (x0, y0) = (2, 0), which implies that γ(t) = (2 + 1
2 t

2, t), and

V |(2,0) = ∂
∂y |(2,0) 6= 0.

S0

M

(2, 0)

Here, S0 = {(u, 0) : u ∈ R}, and ψ : R2 → R2 is given by ψ(u, t) = Θt(u, 0) = (u + 1
2 t

2, t) = (x, y). What
is V in (u, t)-coordinates? We know that

∂

∂x
=

∂u

∂x︸︷︷︸
1

· ∂
∂u

+
∂t

∂x︸︷︷︸
0

· ∂
∂t

∂

∂y
=
∂u

∂y
· ∂
∂u

+
∂t

∂y
· ∂
∂t

= −y ∂
∂u

+
∂

∂t

= −t ∂
∂u

+
∂

∂t

This directly implies that

V = y
∂

∂x
+

∂

∂y
= t

[
∂

∂u

]
+

[
−t ∂
∂u

+
∂

∂t

]
=

∂

∂t

2.5 Lie derivatives

Definition 2.5.1. Let M be a manifold, and V ∈ Γ(TM). Let Θ : D → M be the flow of V . Then

Θt : Mt = {p ∈ M : (t, p) ∈ D} → M−t is a diffeomorphism, and (Θt)∗p : TpM
∼=−−→ TΘt(p)M is an
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isomorphism.

p

Θt(p)
Vp

VΘt(p)

Wp

WΘt(p)

TpM TΘt(p)M

(integral curve of M)

Define a section of the tangent bundle LvW : M → TM with π ◦ (LVW ) = idM . The value (LVW )p ∈ TpM
is termed the Lie derivative in the direction of V at p, and defined by

(LVW )p = lim
t→0

[
1

t

(
(Θt)

−1
∗ (WΘt(p))−Wp

)]
= lim
t→0

[
1

t

(
Wp − (Θt)

−1
∗ (WΘt(p))

)]
=

d

dt


t=0

(Θt)
−1
∗ (WΘt(p))

Lemma 2.5.2. If V,W ∈ Γ(TM), then LVW ∈ Γ(TM).

Proof: Let p ∈M , and (U,ϕ) be a coordinate chart containing p. Let J0 3 0 be an open interval and U0 ⊂ U
open such that the flow of V is Θ : J0 × U0 → U . In these coordinates, Θ(t, q) = (Θ1(t, q), . . . ,Θn(t, q)) is
smooth in t and q. Moreover,

(Θt)
−1
∗ = (Θ−t)∗ : TΘt(q)M → TqM

The matrix for this line map (with respect to these coordinate vector fields as bases) is

∂

∂xi
Θi(−t,Θ(t, q)) Θ−t : (x1, . . . , xn)︸ ︷︷ ︸

= Θt(q)

7→ (Θ1(−t, x1, . . . , xn), . . . ,Θn(−t, x1, . . . , xn))︸ ︷︷ ︸
= q

Then this is smooth in t and q, since Θ is smooth in t and q. A vector in the basis is given by

WΘt(p) = W j(Θ(t, q))
∂

∂xj


Θt(q)

=⇒ (Θ−t)∗WΘt(q) =
∂Θi

∂xj
(−tΘ(t, q))W j(Θ(t, q))

∂

∂xi


q

is smooth. Further, (LVW )p = d
dt |t=0 of the value above is smooth in q. Hence LVW is smooth. �

Remark 2.5.3. It is intuitively clear that to compute LVW at p, we need to know both W and V , not just
at p, but in a neighborhood of p. We’ll see this explicitly next.

Theorem 2.5.4. Let V,W ∈ Γ(TM). Then LVW = [V,W ].

Proof: Let R(V ) = {regular points of V } = {p ∈M : Vp 6= 0}. Since V is continuous, R(V ) is open in M .

Also, R(V ) = supp(V ).

The first step is to show that LVW = [V,W ] in R(V ). To prove this, we use the canonical form theorem.
Let p ∈ R(V ), so there exist local coordinates near p for which V = ∂

∂x1 . In these coordinates, the flow of

15



V is Θt(x
1, . . . , xn) = (x1 + t, x2, . . . , xn) = (y1, . . . , yn). Also, (Θt)∗ = ∂yi

∂xi is the identity matrix. Next,

(Θt)
−1
∗ (WΘt(x)) = (Θt)

−1
∗

[
W j(x1 + t, x2, . . . , xn)

∂

∂xi


Θt(p)

]
= W j(x1 + t, x2, . . . , xn)

∂

∂xj


x

(LVW )∗ =
d

dt


t=0

(Θt)
−1
∗ (WΘt(x)) =

∂

∂xi
M j(x1, . . . , xn)

∂

∂xj


x

[V,W ]x =

[
∂

∂x1
,W

]
=

[
∂

∂x1
,W j(x1, . . . , xn)

∂

∂xi

]
=

∂

∂xi
W j(x1, . . . , xn)

∂

∂xj
= LVW

So LVW = [V,W ] on R(V ).

The next step is to note that by continuity, the same holds for R(V ).

The final step is to let E = W \ R(V ). The set E is open in M , and if p ∈ E, then there exists an
open neighborhood W of p on which V = 0. Then (Θt)∗ : TpM → TpM is the identity map for all
t ∈ R, and Θt : W → W is also the identity, so (Θt)

−1
∗ (WΘt(p)) = Wp for all t. Hence (LVW )p = 0p, so

[V,W ]p = [0,W ]p = 0p, completing the proof. �

Corollary 2.5.5. Let X,Y, Z ∈ Γ(TM) and f ∈ C∞(M). Then:
1. LXY = −LYX
2. LX(fY ) = (Xf)Y + fLXY
3. LX(LY Z)− LY (LY Z)− L[X,Y ]Z = 0
4. LX [Y, Z] = [LXY, Z] + [Y,LXZ]

Proof: The proof of 1. is trivial, and 2. and 3. were proved on the assignment. As for 4., we simply consider
the following calculation:

[X, [Y,Z]] = −[Z, [X,Y ]]− [Y, [Z,X]] = [[X,Y ], Z] + [Y, [X,Z]]

�

Definition 2.5.6. Vector fields X,Y ∈ Γ(TM) are said to commute if [X,Y ] = 0, which holds if and only
if X(Y f)− Y (Xf) = 0 for all f ∈ C∞(M).

For example, the following vector fields commute:[
x
∂

∂y
− y ∂

∂x
, x

∂

∂x
+ y

∂

∂y

]
= 0

Definition 2.5.7. A vector field Y is termed invariant under the flow Θ of Y ∈ Γ(TM) if ((Θt)∗)pYp =
YΘt(p). That is, Y is invariant under the flow Θ of Y if the flow pushes Y forward onto itself.

Lemma 2.5.8. Let F : M → N be smooth, with X ∈ Γ(TM), Y ∈ Γ(TN), and Θ the flow of X and η the
flow of Y . Then:

1. If X,Y are F -related, then for all t ∈ R, F (M) ⊂ Nt, and ηt ◦ f = f ◦Θt on Mt. That is,

M−t N−t

Mt Nt

F

Θt

F

ηt commutes

2. Conversely, if for each p ∈M there exists ε > 0 such that (ηt ◦F )(p) = (F ◦Θt)(p) for all |t| < ε, then
X and Y are F -related.
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Proof: For 1., let D(p) be the domain of Θ(p). Observe that

(ηt ◦ F )(p) = (F ◦Θt)(p) ⇐⇒ ηF (p)(t) = F ◦Θ(p)(t)

Next, let γ : D(p) → N be given by γ = F ◦Θ(p). We’ll show that γ = ηF (p). We first observe that

γ′(t) = (F ◦Θ(p))′(t) = (F∗)(Θ
(p)′(t)) = (F∗)(XΘ(p)(t)) = YF◦Θ(p)(t) = Yγ(t)

Hence γ is an integral curve of Y , with γ(0) = F ◦ (Θ(p)(0)) = F (p), so γ = ηF (p) by uniqueness.

For 2., suppose that ηF (p)(t) = (F ◦Θ(p))(t) for all |t| < ε. Then

F∗(Xp) = F∗(Θ
(p)′(0)) = (F ◦Θ(p))′(0) = (ηF (p))′(0) = YF (p)

This implies that X and Y are F -related. �

Proposition 2.5.9. Let V,W ∈ Γ(TM). Let Θ, ψ be the flows of V , W , respectively. Then equivalently:
1. [V,W ] = 0
2. LVW = 0
3. LWV = 0
4. W is invariant under the flow of V
5. V is invariant under the flow of W
6. For each p ∈M , if one of (Θt ◦ψs)(p) or (ψs ◦Θt)(p) are defined, then both are defined and are equal

Proof: The directions 1. ⇐⇒ 2. ⇐⇒ 3. are clear. So we first suppose that 4. holds. Then WΘt(p) =
(Θt)∗Wp for (t, p) ∈ D = the domain of Θ. Hence (Θt)∗WΘt(p) = Wp and is independent of t. Further,

(LVW )p =
d

dt


t=0

(Θt)∗WΘt(p) = 0

This shows that 4. =⇒ 2.. Similarly, 5. =⇒ 3..

Next we suppose that 2. holds. Define X(t) = (Θt)∗WΘt(p) ∈ TpM to be a smooth curve in a fixed vector
space, with

X ′(t0) =
d

dt


t=t0

(Θ−t)∗WΘt(p)

=
d

ds


s=0

(Θ−t0−s0)∗WΘs+t0 (p)

=
d

ds


s=0

(Θ−t0)∗(Θ−s)∗WΘs(Θt0 )(p)

= (Θ−t0)∗
d

ds


s=0

(Θ−s)∗WΘs(Θt0 )(p)

= (Θ−t0)∗((LVW )Θt(p))

= 0

So X ′(t) = 0 for all t, implying that X(t) = X(0), so (ΘT )∗Wp = WΘt(p). Hence 2. =⇒ 4.. It remains to
show that 3. =⇒ 5..

Let Ms be the domain of ψs. The statement 5. says that (ϕs)∗Vp = Vψt(p), which also means that V |Ms

is ψs-related to V |M−s . By the previous lemma, this is equivalent to (Θt ◦ ψs)(p) = (ψs ◦Θt)(p), whenever

Θt(p) ∈Ms. �
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Theorem 2.5.10. [Frobenius]
Let Mn be a smooth manifold. Let V1, . . . , Vk be smooth linearly independent vector fields on an open subset
U ⊂M . Then equivalently:

1. there exists local coordinates (u1, . . . , un) on a neighborhood of each p ∈ U such that Vi = ∂
∂ui for

each i = 1, 2, . . . , k.
2. [Vi, Vk] = 0 for all i, j

Proof: 1. =⇒ 2. This follows as coordinates of vector fields must commute.

2. =⇒ 1. Let p ∈ U , and choose local coordinates x1, . . . , xn centered at p. The first claim is that by
relabelling coordinates, (

V1|p, . . . , Vk|p,
∂

∂xk+1


p

, . . . ,
∂

∂xn


p

)
is a local basis of TpM . This follows by letting Θi be a flow. Our second claim is that there exists an ε > 0
and a neighborhood W 3 p such that Θk|tk ◦ Θk−1|tk−1

◦ · · · ◦ Θ1|t1 is defined on W and maps W into U ,

whenever |t1|, . . . , |tk| < ε. This claim holds by choosing ε1 > 0 and U1 ⊂ U a neighborhood of p. Then,
choose εj > 0 and Uj ⊂ Uj+1 such that Θj : (−ε, ε) × Uj = Uj−1. Now proceed as in the proof of the
canonical form theorem.

Define the following sets and maps:

S0 = W ∩ {xk+1 = · · · = xn = 0}
S = {(uk+1, . . . , un) : (0, . . . , 0, uk+1, . . . , un) ∈W}

x1, . . . , xk

xk+1, . . . , xn

W
S0

ψ(A)

u1, . . . , uk

uk+1, . . . , un

S

A

ϕ : ψ(A)→ A
ϕ = (ψ|A)−1

ψ

ψ : (−ε, ε)× · · · × (−ε, ε)× S → U
(u1, . . . , un) 7→ (Θk)uk ◦ · · · ◦ (Θ1)u1(0, . . . , 0, uk+1, . . . , un)

We will show that ψ is a diffeomorphism on an open subset of its domain, and ψ−1 will be the required
chart. The first step is to show that for all i = 1, . . . , k,

(ψ∗)q

(
∂

∂ui


q

)
= Vi|ψ(q)

To show this, we first let q ∈W , for which

ψ∗

(
∂

∂ui


q

)
f =

∂

∂ui


q

f(ψ(u1, . . . , un))

=
∂

∂ui


q

f((Θk)uk ◦ · · · ◦ (Θ1)u1(0, . . . , 0, uk+1, . . . , un))

=
∂

∂ui


q

f((Θi)ui ◦ (Θk)uk ◦ · · · ◦ (̂Θi)ui ◦ · · · ◦ (Θ1)u1(0, . . . , 0, uk+1, . . . , un))

= Vi|ψ(q)f
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Since for all x ∈ M , the map t 7→ (Θt)(x) is an integral curve of V0, we have that ψ∗(
∂
∂ui ) = Vi for all

i = 1, . . . , k, which completes the first step. For the second step, we first note that

ψ(0, . . . , 0, uk+1, . . . , un) = (0, . . . , 0, uk+1, . . . , un)

Hence, in particular, (ψV )( ∂
∂ui |0) = ∂

∂xi


p

for i = k + 1, . . . , n. Therefore ψ∗ takes

{
∂

∂u1


0

, . . . ,
∂

∂un


0

}
to

{
V1|p, . . . , Vk|p,

∂

∂xk+1


p

, . . . ,
∂

∂xn


p

}

Note that this is a basis, and so ψ∗ is invertible at 0. Hence by the inverse function theorem, there exists an
open neighborhood A of 0 such that ψ(A) is open in W , and ψ|A : A→ ψ(A) is a diffeomorphism. Then ψ
is a chart for M near p in which Vi = ∂

∂ui , completing the proof. �

2.6 Differential forms and tensors

Definition 2.6.1. Let Mn 3 p be a smooth manifold. Consider the dual space

(TpM)∗ = T ∗pM = L(TpM,R)

which is the space of linear maps, and termed the cotangent space. Further, the space

T ∗M =
⊔
p∈M

T ∗pM

is termed the cotangent bundle of M . We note that T ∗M is a smooth 2n-manifold.

Definition 2.6.2. A smooth map α : M → T ∗M such that π ◦ α = idM is termed a (smooth) 1-form, or a
covector field on M , where the projection map is defined by

π : T ∗M → M
(p, αp) 7→ p

such that α(p) = αp ∈ T ∗pM for all p ∈M .

Definition 2.6.3. Let (U,ϕ) be a chart for M . Define λi : U → T ∗U so that π ◦ λi = idU by

λip

(
∂
∂xj


p

)
= δij =

{
1 if i = j

0 if i 6= j∈

T ∗pM

∈

TpM

So λi is a 1-form on U , and the set {λ1|p, . . . , λn|p} is termed the dual basis of
{

∂
∂x1


p
, . . . , ∂

∂xn


p

}
.

The chart (U,ϕ) induces a dual chart (Ũ , ϕ̃) of T ∗M as follows:

Ũ = π−1(U)

ϕ̃(p, αp) = ϕ̃

(
p,

n∑
k=1

αkλ
k|p

)
= (ϕ(p), α1, . . . , αn) ∈ R2n

Hence a 1-form (which is a dual object on a vector field) on U can be expressed as α =
∑
k αkλ

k, where the
αk are smooth functions on U .
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Remark 2.6.4. There exists a pairing between Γ(TM)× Γ(T ∗M) and C∞(M) given by

〈X,α〉 7→ α(X) ∈ C∞(M) such that α(X)(p) = αpXp

Note that if α = αkλ
k, and X = x` ∂

∂x`
, then α(X) = αkx

k.

Definition 2.6.5. Given f ∈ C∞(M), define df ∈ Γ(T ∗M) by (df)(X) = X(f) ∈ C∞(M), the differential
of f . Moreover,

α

(
∂

∂xj

)
= αkλ

k

(
∂

∂xj

)
= αj

Observe also that

df = (df)iλ
i and

∂f

∂xj
=

∂

∂xj
f = (df)

(
∂

∂xj

)
= (∂f)j

So df = ∂f
∂xiλ

i is a special case for f = xj ∈ C∞(M). Then dxj = ∂xj

∂xi λ
i = λj , so λj = dxj .

Remark 2.6.6. The differential d has some important properties.

· d is R-linear
· d(fg) = g(df) + f(dg), or equivalently, Xp(fg) = Xp(f)g(p) + f(p)(Xpg)

Observe also that we may pull back 1-forms. So given F : M → N with (F∗)p : TpM → TF (p)N , the dual
map is

((F∗)p)
∗ = F ∗ : T ∗F (p)N → T ∗pM with (F ∗)(αF (p))(Xp) = αF (p)((F∗)pXp) for α ∈ Γ(T ∗N)

We can also define F ∗α as a 1-form on M unambiguously: (F ∗α)p = F ∗(αF (p)). The pullback has the
following properties:

F ∗(dh) = d(h ◦ F ) = d(F ∗h) for h ∈ C∞(M)

F ∗(hα) = (h ◦ F )(F ∗α) = (F ∗h)(F ∗α) for α ∈ Γ(T ∗N), h ∈ C∞(N)

In local coordinates x1, . . . , xn an M and y1, . . . , yk an N , with α = αidyi, we have that

F ∗α = (αi ◦ F )d(yi ◦ F ) = αi(F (x1, . . . , xn))
∂F i

∂xj
dxj

Definition 2.6.7. Let us formally define what it means to be a tensor. A tensor T of type (k, `) is given by

T `k(TpM) = T ∗pM ⊗ · · · ⊗ T ∗pM︸ ︷︷ ︸
k times

⊗TpM ⊗ · · · ⊗ TpM︸ ︷︷ ︸
` times

= space of type (k, `)-tensors at p

= space of multilinear maps

Example 2.6.8. For some small examples, consider

T 1
0 (TpM) = T ∗pM T k` (M) =

⊔
p∈M

T k` (TpM)

T 0
1 (TpM) = TpM = bundle of (k, `)-tensors on M

T 0
0 (TpM) = R = a smooth manifold of dimension n+ nk+`

Remark 2.6.9. Suppose that σp ∈ T k` (TpM). Then for

(x1)p, . . . , (xk)p ∈ TpM
(α1)p, . . . , (α`)p ∈ T ∗pM

we write σp((x1)p, . . . , (xk)p, (α1)p, . . . , (α`)p)
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A (k, `)-tensor on M is a smooth map σ : M → T k,`M such that π ◦ σ = id and π(p, σp) = p. In local
coordinates (x1, . . . , xn) for M , we write

σ = σ j1···j`
i1···ik dxi1 ⊗ · · · ⊗ dxik ⊗ ∂

∂xj1
⊗ · · · ⊗ ∂

∂xj`

where the σ elements with subscripts and superscripts are smooth functions defined on the domain of the
chart. Next, if we let βi, αi ∈ Γ(T ∗M) and Yi, Xi ∈ Γ(TM), then

k⊗
i=1

αi
⊗̀
j=1

Xj(Y1, . . . , Yk, β
i, . . . , β`) = α1(Y1) · · ·αk(Yk)β1(X1) · · ·β`(X`) ∈ C∞(M)

Definition 2.6.10. Now we will introduce smooth differential forms. Let 0 6 k 6 n. Define

Λk(T ∗pM) = the space of k-forms at p

= the space of k-linear, alternating (totally skew-symmetric) maps

⊂ T k0 (T ∗pM)

An element in Λk(T ∗pM) is given by αp = TpM × · · · × TpM → R, where the product is taken k times. As
before, we may also define the bundle of k-forms on M by

Λk(T ∗M) =
⊔
p∈M

Λk(T ∗pM)

This is a smooth manifold of dimension n +
(
n
k

)
, with the projection map π : Λk(T ∗M) → M . A k-form α

on M is a smooth map α : M → Λk(T ∗M)→M such that π ◦α = idM . In local coordinates, this map may
be expressed as

α = αi1··· ,kdx
i1 ∧ · · · ∧ dxik

where the coefficients α on the right side are locally defined smooth functions that alternate in ij .

If α1, . . . , αk ∈ Γ(T ∗M), then α1 ∧ · · · ∧ αk is a k-form given by (α1 ∧ · · · ∧ αk)(x1, . . . , xk) = det(αi(xj)),
which is a locally defined smooth function.

Definition 2.6.11. Define the infinite-dimensional space of all k-forms on M to be

Ωk(M) = Γ(Λk(T ∗M))

This is a real vector space, as well as a C∞(M)-module. For small k we have

Ω1(M) = Γ(T ∗M) Ω0(M) = C∞(M)

Definition 2.6.12. There exists a product on forms, called the wedge product, defined by

∧ : Ωk(M)× Ω`(M)→ Ωk+`(M)

The wedge product has the following properties:

· α ∧ (β + γ) = α ∧ β + α ∧ γ
· α ∧ β = (−1)deg(α) deg(β)β ∧ α
· α ∧ β = (−1)k`β ∧ α for α ∈ Ωk(M), β ∈ Ω`(M)

The ring of all the k-form bundles is given by

Ω(M) =

n⊕
k=0

Ωk(M)

This is an associative algebra with identity, and so is a C∞(M)-module. In local coordinates,

α = αi1···ikdx
i1 ∧ · · · ∧ dxik

β = βj1···j`dx
j1 ∧ · · · ∧ dxj` =⇒ α ∧ β = αi1···ikβj1···jkdx

i1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxj`
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Definition 2.6.13. Let F : M → N be smooth, α ∈ Ωk(N). Define the pullback F ∗α ∈ Ωk(M) by

(F ∗α)p((x1)p, . . . , (xk)p) = αF (p)((F
∗)p(xi)p, . . . , (F∗)p(xk)p)

The pullback has some important properties:

· F ∗ is linear
· F ∗(α ∧ β) = (F ∗α) ∧ (F ∗β)
· If (x1, . . . , xk) and (y1, . . . , ym) are local coordinates on M and N , respectively, then α = αi1···indy

i1 ∧
· · · ∧ dyik

The second property states that the pullback is a homomorphism of algebras. Using these local coordinates,

(F ∗α) = (αi1···ik ◦ F )d(yi1 ◦ F ) ∧ · · · ∧ d(yik ◦ F )

= (αi1···ik ◦ F )

(
∂F i1

∂xj1
dxj1

)
∧ · · · ∧

(
∂F ik

∂xjk
dxjk

)
Definition 2.6.14. Let M be a smooth manifold. There exist unique linear maps d : Ωk(M) → Ωk+1(M)
for all k = 0, 1, . . . , n, called exterior derivatives, such that

· if f ∈ Ω0(M) = C∞(M), then df ∈ Ω1(M), where (df)(X) = Xf
· d(α ∧ β) = (dα) ∧ β + (−1)deg(α)α ∧ (dβ)
· d2 = 0, that is, d(dα) = 0 for all α ∈ Ωk(M)

In local coordinates, for α = αi1···ikdx
i1 ∧ · · · ∧ dxik , we have

dα =
∂αi1···ik
∂xj

dxj ∧ dxi1 ∧ · · · ∧ dxik = (dαi1···ik) ∧ dxi1 ∧ · · · ∧ dxik

However, there exists a coordinate-free definition of d. It is given by:

(dα)(X1, . . . , Xk+1) =
∑

16i6k+1

(−1)i−1Xi(α(X1, . . . , X̂i, . . . , Xk+1))+
∑

16i6j6k+1

(−1)i+jα([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk+n)

3 Introduction to Riemannian geometry

3.1 Connections on the tangent bundle

This section may also be titled “affine connections” or “covariant derivatives on the tangent bundle.”

Remark 3.1.1. Recall that if X ∈ Γ(TM) and f ∈ C∞(M), then (Xf) ∈ C∞(M), where (Xf)p = Xpf ,
which is the directional derivative of f at p in the direction Xp ∈ TpM .

In particular, Xpf = (Xf)p depends only on the value of f at p. By contrast, if Y ∈ Γ(TM), we defined
LXY ∈ Γ(TM), but (LXY )p does not depend on the value of X at p, but rather on the values of X in a
neighborhood of p, as LXY = [X,Y ]. Hence it does not make sense to call this a directional derivative.

We wil now introduce more structure on M to be able to take directional derivatives of vector fields.

Remark 3.1.2. Consider M = Rn with its metric space structure. A question one may ask is what are the
nicest (and what defines the nicest?) curves in M?

It is intuitive that a constant speed straight line in Rn is simple (hence nice), with

γ(t) = p+ tv γ′(t) = v γ′′(t) = 0

These curves are characterized as being with zero acceleration. Now suppose that M is a manifold and
γ : I →M is a smooth curve. What should be the “acceleration” of γ at γ(t0), for t0 ∈ I? As velocity of γ
at t0 is given by γ′(t0) ∈ Tγ(t0)M , we could naively say that

γ′′(t0) = lim
h→0

[
γ′(t0 + h)− γ′(t0)

h

]
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This approach works in Rn, as TpRn is canonically isomorphic to Rn for all p, but in general this does
not make sense, as γ′(t0 + h) and γ′(t0) are vectors in different tangent spaces, so subtracting them is not
possible. A canonical isomorphism does not exist in general.

Definition 3.1.3. Let M be a smooth manifold. A connection (or covariant derivative) ∇ on M is a map

∇ : Γ(TM)× Γ(TM)→ Γ(TM) with ∇XY = ∇(X,Y )

This satisfies the following conditions:

1. linearity over C∞(M) in X, i.e. for all f1, f2 ∈ C∞(M) and X1, X2, Y ∈ Γ(TM),

∇f1X1+f2X2Y = f1∇X1Y + f2∇X2Y

2. linearity over R in Y , i.e. for all a1, a2 ∈ R and X,Y1, Y2 ∈ Γ(TM),

∇X(a1Y1 + a2Y2) = a1∇XY1 + a2∇XY2

3. the Leibniz rule, i.e. for all f ∈ C∞(M) and X,Y ∈ Γ(TM),

∇X(fY ) = (Xf)Y + f∇XY

Remark 3.1.4. Connections may be more general, as they can be defined on different spaces, such as vector
bundles. However, it is not yet obvious that such things exist. They do indeed exist (as proved later), and
there is even a preferred connection, called the Levi-Civita connection.

Lemma 3.1.5. Let ∇ be a connection on the tangent bundle on M . If X,∈ Γ(TM), then (∇XY )p only
depends on values of X and Y in a neighborhood of p. That is, it is a local operator.

Proof: Suppose X = X̃ on a neighborhood U of p. Then X − X̃ = 0 on U . To show (∇XY )p = (∇X̃Y )p,
we can show that (∇X−X̃Y )p = 0 by the second condition of the definition above. It is enough to show if
X = 0 on U , then (∇XY )p = 0. Let ϕ be a smooth bump function such that ϕ = 1 at p and supp(ϕ) ∼= U .
Then, as ϕX = 0 = 0 · ϕX, we have

ϕ(∇XY ) = ∇ϕXY = ∇0·ϕXY = 0 · ∇ϕXY = 0

We evaluate this at p to get ϕ(p)(∇XY )p = 0p, so (∇XY )p = 0. Similarly, if Y = Ỹ on U , then (∇XY )p =

(∇X Ỹ )p = 0, which occurs if and only if (∇X(Y − Ỹ ))p = 0. It is now enough to show that if Y = 0 on U ,
then (∇XY )p = 0. It remains to show that if Y = 0 on U , then (∇XY )p = 0.

To do this, we use the same ϕ, recalling that ϕY = 0 everywhere, and that ϕY = 0 · ϕY . Then:

0 = 0 · ∇X(ϕY ) = ∇X(0 · ϕY ) = ∇X(ϕY ) = (Xϕ)Y + ϕ∇XY = (Xϕ)pYp + ϕ(p)(∇XY )p = (∇XY )p

This proves the desired claim, and proves the lemma. �

Lemma 3.1.6. (∇XY )p depends only on X at p.

Proof: Let Xp = X̃p. We would like to show that (∇XY )p = (∇X̃Y )p. By the properties of ∇, it is enough to

show that (∇XY )p = 0 if Xp = 0. By the previous lemma, we may mork in local coordinates, so X = ai ∂
∂xi

for ai local smooth functions, and ai(p) = 0 for all i. Then

(∇XY )p =
(
∇∑

ai
∂

∂xi
Y
)
p

=
∑(

ai∇ ∂

∂xi
Y
)
p

=
∑

ai(p)
(
∇ ∂

∂xi
Y
)
p

= 0

The second equality follows from linearity over C∞(M). �

Although this helps, we still have not seen that ∇XY is actually a derivative.
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Example 3.1.7. Let M = Rn. On Rn, there exists a global frame, which is a set of n smooth vector
fields that are everywhere linearly independent. We have that e1, . . . , en ∈ Γ(TRn) is a global frame, where
TRn ∼= Rn × Rn.

x3

x1

x2

p

e1(p)

e3(p)

e2(p)

Here, ei(p) = (p, ei), which is the ith standard basis vector of Rn. That is, ei = ∂
∂xi with (x1, . . . , xn) the

identity chart. We now define a connection ∇ on Rn as follows:

· Any X ∈ Γ(TRn) can be written as X = Xiei = Xi ∂
∂xi

· Let Y = Y xek, and define

∇XY = ∇X(Y kek) = X(Y k)ek ∈ Γ(TRn)

We now must check that this actually defines a connection.

(f1X1 + f2X2)(h) = f1(X1h) + f2(X2h)

X(ch) = c(Xh)

The above holds for all f1, f2 ∈ C∞(Rn) and all c ∈ R, so ∇XY is linear in X over C∞(M) and linear in Y
over R.Now let f ∈ C∞(Rn), so fY = (fY k)ek. Then

∇X(fY ) = X(fY k)ek = (Xf)Y kek + f(XY k)ek = (Xf)Y + f∇XY

So all three necessary conditions are satisfied, so ∇ is indeed a connection on Rn, and is termed the Euclidean
connection.

Remark 3.1.8. The above construction works whenever we have a global frame for our manifold. Such a
manifold is termed parallelizable.

Remark 3.1.9. Let us consider what connections look like locally. Let U ⊂ M be an open subset on
which we have a local frame for M . That is, E1, . . . , En ∈ Γ(TU). So each Ei : U → TU is a map with
Ei(p) ∈ TpU = TpM .

If (x1, . . . , xn) are local coordinates, then { ∂
∂x1 , . . . ,

∂
∂xn } is a local frame, called a coordinate frame. However,

not all coordinate frames are local frames.

Remark 3.1.10. Let ∇ be a connection on M , with X,Y ∈ Γ(TU) such that X = XiEi and Y = Y jEj ,
where Xi, Y j ∈ C∞(U) for all i, j. Then ∇XY is a vector field on U , which we may expand in terms of Ei:

∇XY = (∇XY )k︸ ︷︷ ︸
functions

Ek = ∇XiEi(Y
jEj) = Xi∇Ei(Y jEj) = Xi(Ei(Y

j)Ej)+Y∇EiEj = X(Y j)Ej+X
iY j∇EiEj

And ∇EiEj = ΓkijEk, where the Γkij are smooth functions on U (there are n3 such functions). They are the
Christoffel symbols of ∇ with respect to this local frame {E1, . . . , En}, and are not components of a tensor.

Remark 3.1.11. Note that for the Euclidean connection in Rn in the standard global frame, Γkij = 0 for all
i, j, k. However, in anoher local frame, The Christoffel symbols of the Euclidean connection need not vanish.
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Consider M = R2 and ∇ the Euclidean connection. Then{
∂

∂x1
,
∂

∂x2

}
=

{
∂

∂x
,
∂

∂y

}
is the local frame ∇ ∂

∂xi

∂

∂xj
= 0 for all i, j

Now we choose another local frame, namely the polar coordinates. This gives

x = r cos(θ) r =
√
x2 + y2

y = r sin(θ) θ = arctan(y/x)

Therefore { ∂∂r ,
∂
∂θ} is a frame on R \ {x = 0}. Then we have that

∂

∂θ
=
∂x

∂θ

∂

∂x
+
∂y

∂θ

∂

∂y
= −r sin(θ)

∂

∂x
+ r cos(θ)

∂

∂y
= x

∂

∂y
− y ∂

∂x
=

∂

∂θ

∂

∂r
=
∂x

∂r

∂

∂x
+
∂y

∂r

∂

∂y
=
x

r

∂

∂x
+
y

r

∂

∂y
=

∂

∂r

Next we consider the covariant derivative of the same field.

∇ ∂
∂r

∂

∂r
= Γ1

22

∂

∂θ
+ Γ2

22

∂

∂r

= ∇ x
r
∂
∂x+ y

r
∂
∂y

(
x

r

∂

∂x
+
y

r

∂

∂y

)
=
x

r
∇ ∂

∂x

(
x

r

∂

∂x
+
y

r

∂

∂y

)
+
y

r
∇ ∂

∂y

(
x

r

∂

∂x
+
y

r

∂

∂y

)
=
x

r

(
∂

∂x

(x
r

) ∂

∂x
+

∂

∂x

(y
r

) ∂

∂y

)
+
y

r

(
∂

∂y

(x
r

) ∂

∂x
+

∂

∂y

(y
r

) ∂

∂y

)
We have the following simplifications:

∂

∂x

(x
r

)
=

1

r
− x

r2

∂r

∂x
=

1

r
− x

r2

x

r
=
r2 − x2

r3
=
y2

r3

∂

∂y

(y
r

)
=
x2

r3

∂

∂x

(y
r

)
=

∂

∂y

(x
r

)
=
−xy
r3

Hence

∇ ∂
∂r

∂

∂r
=
x

r

(
y2

r3

∂

∂x
− xy

r2

∂

∂y

)
+
y

r

(
−xy
r3

∂

∂x
+
x2

r2

∂

∂y

)
= 0

This is not surprising, as the length and the direction of ∂
∂r do not change as we move in the ∂

∂r direction.

However, ∂
∂θ should not be zero, because the direction of ∂

∂r changes as we move in the ∂
∂θ direction. Let us
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make sure of this:

∇ ∂
∂θ

∂

∂r
= ∇ x

r
∂
∂x+ y

r
∂
∂y

(
x
∂

∂y
− y ∂

∂x

)
=
x

r
∇ ∂

∂x

(
x
∂

∂y
− y ∂

∂x

)
+
y

r
∇ ∂

∂y

(
x
∂

∂y
− y ∂

∂x

)
=
x

r

(
∂

∂y
− 0

)
+
y

r

(
0− ∂

∂x

)
=

1

r

(
x
∂

∂y
− y ∂

∂x

)
=

1

r

∂

∂θ

= Γθrθ︸︷︷︸
1/r

∂

∂θ
+ Γrrθ︸︷︷︸

0

∂

∂r

Hence ∇ ∂
∂θ

∂
∂r is never zero. The first quadrant of the field resembles the diagram below:

∂

∂θ
= (−y, x)

 ∂

∂θ

 =
√
x2 + y2 = r

Next consider the vector field for which 1
r
∂
∂θ = −(yr ,

x
r ) has constant length and does not change as we move

in the ∂
∂r direction. We may check this by noting that

∇ ∂
∂r

(
1

r

∂

∂θ

)
=

∂

∂r

1

r

∂

∂θ
+

1

r
∇ ∂

∂r

∂

∂θ
= − 1

r2

∂

∂θ
+

1

r

(
1

r

∂

∂θ

)
= 0

Proposition 3.1.12. Any smooth manifold has connections.

Proof: Cover M by coordinate charts {(Uα, ϕα)}. On each Uα, define a connection ∇α by setting

∇α∂
∂xi

∂

∂xj
= 0 ∀ i, j

Let {fα} be a partition of unity subordinate to this open cover. Define a map

∇ : Γ(TM)× Γ(TM)→ Γ(TM) by ∇XY =
∑
α

fα (∇αX) ∈ Γ(TM)

To show that this is a connection, we need it to satisfy the three properties:

∇h1X2+h2X2
Y =

∑
α

fα
(
∇αh1X2+h2X2

Y
)

=
∑
α

fα
(
h1∇αX1

Y + h2∇αX2

)
= h1∇X1

Y + h2∇X2
Y

∇X (c1Y2 + c2Y2) =
∑
α

fα (∇αX (c1Y1 + c2Y2)) =
∑
α

fα (c1∇αXY1 + c2∇XY2) = c1∇XY1 + c2∇XY2

∇X(hY ) =
∑
α

fα∇αX(hY ) =
∑
α

fα ((Xh)Y + h∇αXY ) = (Xh)

(∑
α

fα

)
Y + h

(∑
α

fα∇αXY

)
= (Xh)Y + h∇XY
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This is the desired result. �

Note that the created connection is highly non-unique, and indeed, there are uncountably many connec-
tions on every manifold. So the natural question arises, what is (and is there) a best connection on TM? The
answer depends on the context, on the manifold M . We will later see that for M a Riemannian manifold,
there exists a natural connection, the Levi-Civita connection on X.

So far, we have shown that all manifolds have connections, but we still need to show that a connection
is a differential derivative. So now we will show that for ∇ a connection on TM , here is an induced notion
of covariant differentiation on any tensor bundles T k` (TM).

Definition 3.1.13. Let α ∈ Γ(T ∗M) = Ω1(M) and X,Y ∈ Γ(TM). Define ∇Xα to be the smooth 1-form
satisfying

X(α(Y )) = (∇Xα)(Y ) = α(∇XY ) =⇒ ∇Xα = X(α(Y ))− α(∇XY )

Further, given {E1, . . . , En} a local form on M with Ei ∈ Γ(TU), let {E1, . . . , En} be the dual coform for
M , so Ei ∈ Ω1(U), and EiEj = δij . Then

∇EiEj = ΓkijEk =⇒ ∇EiEk = CkijE
j

This commes from the co-nature of the objects.

Proposition 3.1.14. For values as described above, Ckij = −Γkij .

Proof: Merely note that(
∇EiEk

)
(E`) = CkijE

jE` = Cki`(
∇EiEk

)
(E`) = Ei(E

k(E`)− Ek(∇EiE`)) = 0− Ek(Γji`Ej) = −Γki`

�

Remark 3.1.15. Let us generalize the previous definition. Let σ ∈ Γ(T k` M) be a smooth (k, `)-tensor with
X,Y1, . . . , Yk ∈ Γ(TM) and α1, . . . , α` ∈ Ω1(M). Let ∇Xσ ∈ Γ(T k` M) be the (k, `)-tensor defined by

X(σ(Y1, . . . , Yk, α
1, . . . , α`)) = (∇Xσ)(Y1, . . . ,Yk, α

1, . . . , α`)

+
∑
i

σ(Y1, . . . ,∇XYi, . . . , Yk, α1, . . . , α`)

+
∑
j

σ(Y1, . . . , Yk, α
1, . . . ,∇Xαj , . . . , α`)

Let γ : I → M be a smooth curve on M , and let ∇ be a conection on M . Now we may define the
“acceleration” of γ, which is the covariant derivative of the velocity γ′(t) in the direction of γ′(t).

Definition 3.1.16. Let V ∈ Γ(TM). Then the derivative of V along the curve γ is ∇γ′(t)V , which is the
covariant derivative of V in the direction of the tangent vector γ′(t) ∈ Tγ(0)M at γ(t) ∈M .

γ′(t)

γ(t) γ

V

M
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Notice that γ′(t) is not a vector field for all of M . We get a tangent vector in Tγ(t)M for all t ∈ I, only on
the points of M that lie in the image on N .

Let γ : I → M be a smooth curve on M . Define γ∗(TM) be the bundle of tangent spaces to M , over
points on the image of ϕ. Then we have the following commutative diagram:

γ∗ ∗ (TM) TM

I M

πγ∗(TM) πTM

γ

γ∗(TM) =
⊔
t∈I

Tγ(t)M

π(t,Xγ(t)) = t

Definition 3.1.17. Define Γ(γ∗(TM)) to be the space of vector fields on M along γ. That is, V ∈
Γ(γ∗(TM)) is a smooth map V : I → γ∗(TM) such that π ◦ V = idI for Vt ∈ Tγ(T )M .

Lemma 3.1.18. Let γ : I →M be a curve on M . Then there exists a map Dt : Γ(γ∗(TM))→ Γ(γ∗(TM))
called the covariant derivative of vector fields such that

a. Dt(aV + bW ) = aDtV + bDtW
b. Dt(fV ) = df

dtV + fDtV

c. If V is a restriction of γ of a vector field Ṽ ∈ Γ(TM), then (DtV )(t) = (∇γ′(t)Ṽ ) ∈ Tγ(t)M

The above holds for any a, b ∈ R, V,W ∈ Γ(γ∗(TM)) and f ∈ C∞(M).

Proof: In local coordinates, we have V = V k(t) ∂
∂xk
|γ(t). By part b., we have that

(DtV )(t0) =

(
Dt

(
V t

∂

∂xk

))
(t0)

=
dV k

dt

∂

∂xk


γ(t0)

+

(
V k
(
Dt

∂

∂xk

))
(t0)

=
dV k

dt

∂

∂xk


γ(t0)

+ V k(t0)∇kdxi
dt (t0) ∂

∂xi
|
γ(t0)

dxk

=
dV k

dt
(t0)

∂

∂xk


γ(t0)

+ V k(t0)
dxi

dt
(t0)∇ ∂

∂xk
|
γ(t0)

∂

∂xk

=
dV k

dt
(t0)

∂

∂xk


γ(t0)

+ V k(t0)
dxi

dt
(t0)Γmik(γ(t0))

∂

∂xm


γ(t0)

=

(
dV k

dt
(t0) + Γkij(γ(t0))

dxi

dt
(t0)V k(t0)

)
∂

∂xm


γ(t0)

From this we conclude that if such a map Dt exists, then it would not be unique. Above we only showed
that (∇tV )(t0) has to be this vector field. To prove existence, in any coordinate chart define Dt by

Dt(V ) =

(
dV k

dt
+ Γkij(γ(t))

dxi

dx
V j
)

∂

∂xk

This is a smooth vector field along γ, Moreover, on overlapping charts, the definitions agree, because we
already proved uniqueness. �

3.2 Geodesics and parallel transports

Definition 3.2.1. Let (M,∇) be a manifold with a connection on its tangent bundle. Let γ : I →M be a
smooth curve. The acceleration of γ at γ(t0) is defined to be

(Dtγ
′)(t0) = ∇γ′′(t0)γ

′ = (∇γ′γ′)(t0) ∈ Tγ(t0)M
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A curve γ is called a geodesic if its acceleration is zero for all t ∈ I.

Example 3.2.2. In Rn with the Euclidean connection, the geodesics are constant speed parametrized
straight lines.

Theorem 3.2.3. Let (M,∇) be a manifold with a connection, and p ∈ M , Xp ∈ TpM . Then there exists
an open interval (−ε, ε) ⊂ R and a smooth curve γ : (−ε, ε) → M such that γ(0) = p and γ′(0) = Xp. In
other words, γ is a geodesic.

That is, given an initial point and an initial velocity, there exists a unique geodesic with those initial
conditions, at least for a small time interval.

Proof: In local coordinates, recall that if V ∈ Γ(γ∗(TM)), then

(DtV ) =

(
dV k

dt
+ Γkij

dxi

dt
V j
)

∂

∂xk

Let V = γ′, the velocity vector field of γ. Then V = dxi

dt
∂
∂xi and V i = dxi

dt , and we get

Dtγ
′ =

(
d2xk

dt2
+ Γkij(γ(t))

dxi

dt

dxj

dt

)
∂

∂xk

If γ is a geodesic, then in coordinates γ(t) = (x1(t), . . . , xn(t)) has to satisfy the geodesic equations:

d2xk

dt2
+

n∑
i,j=1

Γkij(x
1(t), . . . , xn(t))

dxi

dt

dxj

dt
= 0 ∀ k = 1, . . . , n

So (x1(t), . . . , xn(t)) satisfy a system of non-linear 2nd order ODEs. If γ(0) = p, then we have conditions on

x1(0) for all i, and if γ′(0) = Xp, then we have conditions on dxi

dt (0) for all i as well. By the ODE theorem,
there exists a unique solution at least for t ∈ (−ε, ε). �

Note that to change a 2nd order ODE to a 1st order ODE, define yi(t) = dxi

dt , so the system becomes dxk

dt =

yk, and dxk

dt = −Γkij(x
1(t), . . . , xn(t))yi(t)yj(t), which is a 1st order system for (x1(t), . . . , xn(t), y1(t), . . . , yn(t)).

Remark 3.2.4. Any two geodesics, by uniqueness, agree on their common domain. Hence, given (p,Xp) ∈
TpM , there exists a unique minimal geodesic γ : I →M with 0 ∈ I such that γ(0) = p and γ′(p) = Xp.

Definition 3.2.5. Let (M,∇) be a manifold with a connection. Let Vp ∈ TpM , and γ : [0, 1] → M be a

smooth curve such that γ(0) = p. A vector field Ṽ along γ (so Ṽ ∈ Γ(γ∗(TM))) is called a parallel transport
of Vp ∈ TpM along γ iff:

Ṽ (0) = Vp ∈ Tγ(0)M and (DtṼ )(t) = 0 ∀ t

γ′(t)

γ(1)

γ(0) = pγ(t)

∇γ′(t)Ṽ = 0

Ṽ

M
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Proposition 3.2.6. There exists a parallel transport, and given Vp and γ, it is unique.

Proof: We want to have

DtṼ =

(
Ṽ k

dt
+ Γkij(γ(t))

dxi

dt
Ṽ j

)
∂

∂xk
= 0

for Ṽ = Ṽ k ∂
∂xk

. The curve γ is fixed, and the unknowns are V i(t) for i = 1, . . . , n. We then need

dṼ k

dt
= −Γkij(x

1(t), . . . , xn(t))
dxi

dt
V j

for all k = 1, . . . , n, where xi = γ(t)i. This is a system of first order linear ODEs, so by the ODE theorem,
the solution exists for all t ∈ R, given Ṽ (0) = Vp. Hence there exists a unique solution to the parallel
transport equations for all t ∈ [0, 1]. �

Definition 3.2.7. For structures Vp ∈ TpM , γ : [0, 1] → M with p = γ(0) as above, define the parallel
transport of Vp along γ to be a map Πγ : TpM → TqM with

Πγ(Vp) = Ṽ (1) ∈ Tγ(1)M = TqM

Remark 3.2.8. Let ∇ be the Euclidean connection on Rn, so Γkij = 0 in the standard chart. The parallel

transport equations then will be dV k

dt = 0, with solutions V k(t) = V k(0) = γ(0)k for all t and for any γ. So
we say that a vector field V is parallel along a curve γ if DtV = 0. More generally, any tensor σ on M is
called parallel if ∇Xpσ = 0 for all (p,Xp) ∈ TM .

Theorem 3.2.9. For any γ, Πγ : Tγ(0)M → Tγ(1)M is a linear isomorphism of vector spaces.

Proof: Let Up,Wp ∈ TpM with γ(0) = p. Let Ũ , W̃ be parallel transports of Up and Wp, respectively, along

γ. Let Vp = aUp + bWp. We claim that aŨ + bW̃ is the parallel transport of V along γ. This follows as

(aŨ + bW̃ )(0) = aŨ(0) + bW̃ (0) = aUp + bWp = Vp

Next, note that
Dt(aŨ + bW̃ ) = aDtŨ + bDtW̃ = 0 + 0 = 0

So aŨ + bW̃ is Ṽ , the unique parallel transport of Vp along γ. So

Πγ(Vp) = Ṽ (1) = aŨ(1) + bW̃ (1) = aΠγ(Up) + bΠγ(Wp)

Therefore Πγ is linear. Next, consider the curve η, given by

p q

γ

γ−1 = η
M

η : [0, 1] → M η(0) = q
η(t) = γ(−t) η(1) = p

We call η = γ−1. By uniqueness, Πγ−1(Ṽ (1)) = ∇(0) = Vp, as parallel transports are unique. Hence
(Πγ)−1 = Πγ−1 , so Πγ is an invertible linear map, i.e. an isomorphism. �

Now we may use the parallel transport to show that the covariant derivative is really a directional
derivative (that is, a limit of difference quotients), so (∇XY )p depends only on Xp.
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Proposition 3.2.10. Let γ be a curve on M and V a vector field along γ. Then

(DtV )γ(t0) = lim
t→0

[
Π−1
γ (V (t))− V (t0)

t− t0

]
= (∇γ′(t0)V )γ(t0)

The proposition says that covariant diferentiation is a directional derivative.

Proof:
It now follows that (∇XY )p only depends on Xp. To compute it, choose any curve γ such that γ(0) = p

and γ′(0) = Xp. Let Pt be the parallel transport of Xp alonf γ from p to γ(t), so

(∇XpY ) = lim
t→0

[
P−1
t (Y |γ(t))− Yp

t

]
.

However, parallel transport along a closed loop may fail to bring you back to the same vector. This is called
the holonomy if the connection. We will see that holonomy depends on the curvature.

Definition 3.2.11. Let ∇ be a connection on TM . Define the torsion of ∇ to be the function

T : Γ(TM)× Γ(TM)→ Γ(TM) given by T (X,Y ) = ∇XY −∇YX − [X,Y ] = −T (Y,X).

On the previous assignment we showed that T (fX, Y ) = T (X, fY ) = fT (X,Y ) for all f ∈ C∞(M), so T is
a (2, 1)-tensor on M .

Example 3.2.12. Let M = Rn and ∇ be the Euclidean connection. The set {E1, . . . , En} is called the
standard global frame if any Y ∈ Γ(TRn) can be expressed as Y = Y iEi, where the Y is are global smooth
functions on Rn. Further, we then have that ∇XY = (∇XY )iEi, where (∇XY )i = XY i, which only holds
because we have the Euclidean connection in the specified frame.

Remark 3.2.13. What does the torsion measure? By comparing paths along different geodesics, we find
that when T = 0, then the order of geodesic paths taken does not matter, i.e. the result will be the same.

3.3 Riemannian metrics

Definition 3.3.1. A Riemannian metric g on a smooth manifold M is a smooth (2,0) tensor field with

1. g(X,Y ) = g(Y,X) for all X,Y ∈ Γ(TM)
2. g(X,Y ) > 0, with equality iff X = 0

This describes g as a symmetric, positive-definite tensor.

Remark 3.3.2. So g ∈ Γ(T 2
0M). Given X,Y ∈ Γ(TM), g(X,Y ) ∈ C∞(M), and (g(X,Y ))p = gp(Xp, Yp).

This shows that gp gives a positive definite inner product on TpM . In general, a Riemannian metric is a
smoothly varying family of positive definite inner products on the tangent space of M . That is, if (x1, . . . , xn)
are local coordinates, then g = gijdx

i ⊗ dxj , where the gij are smooth functions on the domain U of the
coordinate chart, with

gp = gijdx
i|p ⊗ dxj |p

gij = g
(
∂
∂xi ,

∂
∂xj

) and
Vp = V i(p)

∂
∂xi


p

Wp = W j
(p)

∂
∂xj


p

=⇒ gp(Vp,Wp) = gij(p)V
i(p)W j(p)

Definition 3.3.3. A pseudo-Riemannian metric g is a (2,0) tensor such condition 2. in the definition of
Riemannian metric is replaced by the non-degeneracy condition:

2. if g(X,Y ) = 0 for all X,Y ∈ Γ(TM), then X = 0
Note that positive-definiteness implies non-degeneracy.

In particular, we may say that g is pseudo-Riemannian with index (1, n− 1), equivalently 1 time-like dimen-
sion, and (n− 1) space-like dimensions. This is a generalization of the Lorenztian metric, which always has
only one time-like dimension.
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Remark 3.3.4. A metric in local coordinates looks like

g = gijdx
i ⊗ dxj for gij =

(
∂

∂xi
,
∂

∂xj

)
= gji

where the gij are smooth functions on the domain U of the chart. That is, [gij ] is an n× n positive-definite
symmetric matrix of smooth functions.

Definition 3.3.5. Let α, β ∈ Ω1(M). Then as a shorthand, we write

αβ =
α⊗ β + β ⊗ α

2

This is a (2,0) tensor, with the property that (αβ)(X,Y ) = (αβ)(Y,X) = (βα)(X,Y ). The expression αβ is
called the symmetric product of α and β. The skew-symmetric product is given by

α ∧ β = α⊗ β − β ⊗ α

For a metric g, it then follows that

g = gijdx
i ⊗ dxj

=
1

2
gijdx

i ⊗ dxj +
1

2
gjidx

j ⊗ dxi

=
1

2
gijdx

i ⊗ dxj +
1

2
gijdx

i ⊗ dxj

= gijdx
idxj

Example 3.3.6. Consider Rn with the standard Euclidean metric ḡ. Then ḡ = gijdx
idxj with gij = δij (in

the standard coordinate chart). That is,

v = vi ∂
∂xi

w = wj ∂
∂xj

=⇒
g(v, w) = g

(
vi ∂
∂xi , w

j ∂
∂xj

)
= viwjg

(
∂
∂xi ,

∂
∂xj

)
= viwjgij

For ḡ on Rn, ḡ(v, w) =
∑n
i=1 v

iwi = 〈~v, ~w〉 = ~v · ~w, which is the usual dot product on Rn. However, as soon
as we change the coordinate system, ḡ will have a different expression in local coordinates. In rectangular
coordinates:

ḡ = (dx)2 + (dy)2

In polar coordinates:

x = r cos(θ) dx = cos(θ)dr − r sin(θ)dθ (dx)2 = cos2(θ)(dr)2 + (r2 sin2(θ))(dθ)2 − 2r sin(θ) cos(θ)drdθ
y = r sin(θ) dy = sin(θ)dr + r cos(θ)dθ (dy)2 = sin2(θ)(dr)2 + (r2 cos2(θ))(dθ)2 + 2r sin(θ) cos(θ)drdθ

So ḡ = (dx)2 + (dy)2 = (dr)2 + r2(dθ)2, and

ḡ

(
∂

∂r
,
∂

∂r

)
= 1 ḡ

(
∂

∂θ
,
∂

∂θ

)
= r2 ḡ

(
∂

∂r
,
∂

∂θ

)
= 0

Definition 3.3.7. Let Mn, Lk be smooth manifolds. A smooth map i : Lk → Mn is called an injective
immersion if the following conditions are satisfied:

1. i is injective (that is, p 6= q =⇒ i(p) 6= i(q))
2. i is an immersion (that is, (i∗)p : TpL→ Ti(p)M is injective for all p ∈M)
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If i is an immersion, we may use (i∗)p to identify each TpL with a subspace of Ti(p)M .

p
TpL

L

i(p)

(i∗)p(TpL)

Ti(p)M

M

i

If i : L→M is an injective immersion, then (L, i) is called an immersed submanifold on M .

Remark 3.3.8. Note that
· this often occurs when L ⊂M is a subset which is also a smooth manifold, and i is the inclusion
· the requirement of injectivity is sometimes dropped
· there exists a stronger notion, that of embedded manifold, even as any immersed manifold is locally

embedded

Lemma 3.3.9. Let i : L → M be an immersed submanifold, and let gM be a Riemannian metric on M .
Then i∗(gM ) is a Riemannian metric on L. This metric is called the induced or pullback metric on L from
M .

Proof: Note that i∗(gM ) is a smooth (2, 0) tensor on L (by the properties of the pullback), with

(i∗(gM ))p(Yp, Zp) := (gM )i(p)((i∗)p(Yp), (i∗)p(Zp)) = (i∗gM )p(Zp, Yp)

Further, if (i∗gM )p(Xp, Xp) = 0, then

(gM )i(p)((i∗)pXp, (i∗)pXp) = 0 =⇒ (i∗)p(Xp) = 0 =⇒ Xp = 0

The first implication is from the positive definiteness of gM , and the second is from the fact that i is an
immersion. This concludes the proof. �

Example 3.3.10. Consider the n-sphere Sn. There exists a map i : Sn → Rn+1, the inclusion map, such
that i is smooth, injective, and an immersion. Hence i∗(ḡ) is a Riemannian metric on Sn, called the round
metric. This metric looks differently in different charts.

Example 3.3.11. If p ∈ Un+1
+ = {p ∈ Sn+1 : xn+1(p) > 0}, then we have graph coordinates x1, . . . , xn

and xn+1 =
√

1− (x1)2 − · · · − (xn)2. In these coordinates,

i :
{

(u1, . . . , un) ∈ Rn :
∑n
i=1(ui)2 < 1

}
→ Un+1

+

(u1, . . . , un) 7→
(
u1, . . . , un,

√
1− (u1)2 − · · · − (un)2

) (i∗)(u1,...,un) =



1
1 0

1
1

0
. . .

1
∗ ∗ ∗ ∗ ∗ ∗
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As this matrix is rank n, the map is injective. Let us write down the round metric in these coordinates:

ḡ = (dx1)2 + · · ·+ (dxn+1)2 on Rn+1 xi(u1, . . . , un) = ui for i = 1, . . . , n

ground = i∗(ḡ) xn+1(u1, . . . , un) =
√

1− (u1)2 − · · · − (un)2

= (d(x1 ◦ i))2 + · · ·+ (d(xn ◦ i))2 dxi = dui for i = 1, . . . , n

dxn+1 =
−1

2
√

1−
∑

(ui)2
(2u1du1 + · · ·+ 2undun)

So the metric may be expressed in local coordinates as

ground = (du1)2 + · · ·+ (dun)2 +
1

1− |u|2
(u1du1 + · · ·+ undun) for |u|2 =

n∑
i=1

(ui)2

=
1− |u|2 + (u1)2

1− |u|2
(du1)2 + · · ·+ 1− |u|2 + (un)2

1− |u|2
(dun)2 +

∑
i, j = 1
i 6= j

2

1− |u|2
uiujduiduj

with gii =
1− |u|2 + (ui)2

1− |u|2
gij =

uiuj

1− |u|2

It is left as an exercise to check that in spherical coordinates,

x = r cos(θ) sin(ϕ) ḡ = (dx)2 + (dy)2 + (dz)2

y = r sin(θ) sin(ϕ) = dr2 + r2 sin2(ϕ)(dθ)2 + r2(dϕ)2

z = r cos(θ) ground = i∗(ḡ)

= sin2(ϕ)(dθ)2 + (dϕ)2

So we see that a Riemannian metric gives you a measure of how much a manifold is curving.

Definition 3.3.12. Let (M, gM ), (N, gN ) be Riemannian manifolds. A map f : M → N is called an
isometry if it is a diffeomorphism and f∗(gN ) = gM .

Two Riemannian manifolds are termed isometric if there exists an isometry between them.

Further, M is locally isometric to N if for all p ∈ M , there exists U 3 p open with a map g : U → N
such that g(U) = V open, and g : U → V is an isometry. Here, the metric on U is gM |U = i∗(gN ), where
i : U →M is the inclusion.

Note that if (M, gM ) is locally isometric to (N, gN ), it does not necessarily follow that (N, gN ) is locally
isometric on (M, gM ).

Definition 3.3.13. Let (M, gM ), (N, gN ) be Riemannian manifolds. A smooth map f : M → N is called a
local isometry if for all p ∈M , there exists U 3 p open such that f(U) is open in N , and f |U : U → f(U) is
an isometry.

Definition 3.3.14. Let (M, gM ) be a Riemannian manifold. Then (M, gM ) is called flat if it is locally
isometric to (Rn, ḡ). That is, for all p ∈M there exists U 3 p open and a map f : U → f(U) for f(U) open
in Rn such that f∗(ḡ|f(U)) = g|U .

Proposition 3.3.15. Any smooth manifold M admits a Riemannian metric.

Proof: Cover M by coordinate charts (Uα, ϕα) for α ∈ A. Define a Riemannian metric gαon Uα by

gα = δijdx
idxj = (ϕα)∗(ḡ|ϕα(Uα))
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Let {fα : α ∈ A} be a partition of unity subordinate to this open cover. Define g =
∑
α fαgα, which

is a finite sum for all p ∈ M . Then g is a smooth (2, 0) symmetric tensor. It remains to check positive
definiteness, so suppose that g(X,X) = 0. Then

0 = gp(Xp, Xp) =
∑
α∈A

fα(p)gα(Xp, Xp) as 0 6 fα 6 1 and at least one fα0
(p) > 0

This implies that Xp = 0. Since gα0
is positive definite, g is positive definite. �

Note that this will not work for pseudo-Riemannian metrics. For example, not every manifold admits a
Lorentzian metric, as there exist topological obstructions.

Remark 3.3.16. For covariant derivatives ∇, we have that

∇Xf = Xf and ∇X(α⊗ β) = (∇Xα)⊗ β + α⊗ (∇Xβ)

3.4 Elementary constructions with Riemannian metrics

Proposition 3.4.1. Let (M, g) be a Riemannian manifold. There exists a canonical isomorphism between
tangent vectors at p ∈M and cotangent vectors at p. This is termed the musical isomorphism, and given

· V finite dimensional real vector space, V ∗ its dual, and
· B : V × V → R a non-degenerate bilinear form (i.e. B(v, w) = 0 for all w implies v = 0),

define [ : V → V ∗ by setting [(v) ∈ V ∗ to be the linear functional such that ([(v))(w) = B(v, w). This is
the proposed isomorphism.

Proof: Suppose v ∈ ker([), so [(v) = 0V ∗ . Then ([(v))(w) = B(v, w) = 0 for all w ∈ V , meaning that v = 0.
Hence ker([) = {0}. Since dim(V ) = dim(V ∗), [ is an isomorphism. �

Remark 3.4.2. Apply this approach to the tangent space of M at p with a non-degenerate bilinear form
gp. Given Xp ∈ TpM , we let X[

p = [(Xp) ∈ T ∗pM with

X[
p(Yp) = gp(Xp, Yp) = gp

(
Xi ∂

∂xi


p

, Y j
∂

∂xj


p

)
=
(
αkdx

k|p
)(

Y j
∂

∂xj


p

)
= αkY δ

k
j = αkY

k

for X[
p = αkdx

k|p. Further, for all Yp ∈ TpM , we have that X[
p(Yp) = gp(Xp, Yp) = XjY igij(p) = Y iαi.

Hence αi = gij(p)X
j . If X = Xi ∂

∂xi


p
∈ TpM , then X[ = Xkdx

k|p ∈ T ∗pM for Xk = gkj(p)X
j . More

generally,

[ : Γ(TM)→ Γ(T ∗M)

([(X))(Y ) = g(X,Y ) ∈ C∞(M)

So ([)p : TpM
∼=−−→ T ∗pM , so it has an inverse (#)p : T ∗pM → TpM . If α ∈ Γ(T ∗M), in local coordinates

α = αkdx
k, and α# ∈ Γ(TM).

So we conclude that given g on M , we get a positive-definite inner product gp on the space T ∗pM , varying
smoothly for all p. It is defined by

gp(αp, βp) = gp(a
#
p , β

#
p )

This follows by demanding that [p be an isometry of inner product spaces.

Definition 3.4.3. Let (M, g) be a Riemannian manifold and f ∈ C∞(M). Define the gradient ∇f of f to
be the smooth vector field on M given by

∇f = (df)# =

(
∂f

∂xi
dxi
)#

=

(
gij

∂f

∂xi

)
∂

∂xj
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where the first factor in the last expression on the right is the component of ∇f in the ∂
∂xj direction. Note

that ∇f is the vector field canonically associated to df ∈ Ω1(M).

Example 3.4.4. Consider the metric in the following situations.

· in R2 with polar coordinates. We can use our previous knowledge to describe g = dr2 + r2dθ2.

grr = 1 grθ = 0
gθr = 0 gθθ = r2 ∇f =

∂f

∂r

∂

∂r
+

1

r2

∂f

∂θ

∂

∂θ

· in S2 with the round metric and polar coordinates. Here we have g = dϕ2 + sin2(ϕ)dθ2.

gϕϕ = 1 gϕθ = 1
gθϕ = 1 gθθ = sin2(ϕ)

∇f =
∂f

∂ϕ

∂

∂ϕ
+

1

sin2(ϕ)

∂f

∂θ

∂

∂θ

Definition 3.4.5. Let (M, g) and (N,h) be two Riemannian manifolds, and f : M → N a map. Consider
the following definitions:

1. f is a conformal diffeomorphism with respect to g, h iff f is a diffeomorphism and f is conformal, i.e.
f∗(h) = λg for some positive function λ on M . If λ = 1, then f is an isometry.

2. f is a local conformal diffeomorphism iff for all p ∈M there exists U ⊂M open with U 3 p such that
f(U) = V is open in N , and f |U : U → V is a conformal diffeomorphism.

3. f is locally conformal to N iff for all p ∈ M , there exists U ⊂ M open with U 3 p and a map
f : U → N such that f(U) = V is open in N and pf : U → V is a conformal diffeomorphism.

Note that if f : M → N is a conformal diffeomorphism, then the angle between Xp and Yp with respect
to gp is the same as the angle between (f∗)p(Xp) and (f∗)p(Yp) in Tf(p)M , with respect to hf(p). Also,
1. =⇒ 2. =⇒ 3.

Remark 3.4.6. There are several important examples of geometric spaces.

(Rn, ḡ), Euclidean space zero curvature
(Sn, ground), the round n-sphere constant positive curvature
(Hn, ghyp), n-dimensional hyperbolic space constant negative curvature

We have seen the first two so far. There are two models of hyperbolic geometry. For the first, we define an
open ball of radius 1 with respect to g.

M =

{
(u1, . . . , un) ∈ Rn :

n∑
i=1

(ui)2 < 1

}

gM =
4

(1− |u|2ḡ)2

(
(du1)2 + · · ·+ (dun)2

)
In local coordinates, gij = 0 when i 6= j, and gij = 4/(1 − |u|2ḡ)2 when i = j. This is called the ball model
of hyperbolic space. It is clear that (M, gM ) is conformally diffeomorphic to (M, ḡ|M ) by the identity map.
Forthe second madel, we consider half of a whole space.

N =
{

(x1, . . . , xn−1, y) ∈ Rn−1 × R : y > 0
}

gN =
1

y2

(
(dx1)2 + · · ·+ (dxn−1)2 + (dy)2

)
This is called the upper half space model of hyperbolic space. Again, (N, gN ) is conformally diffeomorphic
to (N, ḡ|N ). Note that M and N are not isometric to subsets of Euclidean space with the Euclidean metric.

Proposition 3.4.7. The spaces (M, gM ) and (N, gN ) are isometric.
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Proof: Express the spaces as M = {(u, v) ∈ Rn−1×R : |u|2ḡ+v2 < 1} and N = {(x, y) ∈ Rn−1×R : y > 0}.
Define a map between them by

f : M → N

(u, v) 7→
(

2u
|u|2+(v−1)2 ,

1−|u|2−v2
|u|2+(v−1)2

)
= (x, y).

This map is smooth and maps into N . To show that f is invertible and ha an inverse, note that

f−1(x, y) =

(
2x

|x|2 + (y + 1)2
,
|x|2 + y2 − 1

|x|2 + (y + 1)2

)
and v + |u|2 =

4|x|2 + (|x|+ y2 − 1)2

(|x|2 + (y + 1)2)2
< 1.

It remains to check the above and that f∗(gN ) = gM , which implies that f is an isometry. �

3.5 The Riemannian connection / the Levi-Civita connection

For (M, g) a Riemannian manifold, we will see that g determines a unique connection ∇ on the tangent
bundle.

Definition 3.5.1. A connection ∇ on TM of a Riemannian manifold (M, g) is compatible with the metric
g if ∇Xg = 0 for all X ∈ Γ(TM).

Remark 3.5.2. What does compatible mean? First, recall that for allX,Y, Z ∈ Γ(TM) and all g ∈ Γ(T 2
0M),

(∇Xg)(Y,Z) = X(g(Y,Z))− g(∇XY,Z)− g(Y,∇XZ)

So ∇ compatible is equivalent to g being parallel with respect to ∇.

Proposition 3.5.3. Let ∇ be a connection on a Riemannian manifold (M, g). Then equivalently:

1. ∇ is compatible with g
2. ∇Xg = 0 for all X ∈ Γ(TM)
3. X(g(Y,Z)) = g(∇XY,Z)− g(Y,∇XZ) for all X,Y, Z ∈ Γ(TM)
4. the parallel transport Πt0,t1 : Tγ(t0)M → Tγ(t1)M is an isometry for all t0, t1 and curves γ

This is natural from the Euclidean connection ḡ. Let X = Xiei, Y = Y jej and Z = zkek with {e1, . . . , en}
a globas frame and ḡ(ei, ej) = δij . In the system (Rn, ḡ,∇n+1), we have that

X(ḡ(Y,Z)) = ḡ(∇XY,Z)− ḡ(Y,∇XZ)

so in Rn compatibility comes naturally.

Remark 3.5.4. Recall from Assignment 3 that a g-compatible connection ∇ means the parallel transport
with respect to ∇ preserves the inner product defined by g between tangent vectors. That is, if γ is a curve
from p to q, then

gp(Xp, Yp) = gq(ΠγXp,ΠγYp)

However, if ∇Xg = 0 for all X, it does not follow that the component functions gij of g with respect to a
chart are constants. In fact,

(∇Xg)ij =
∂

∂xk
gij − Γmkigmj − Γmkjgim

Definition 3.5.5. A connection∇ on TM is torsion-free if T (X,Y ) = 0 for all X,Y ∈ Γ(TM) for T (X,Y ) =
∇XY −∇YX − [X,Y ].

Recall that the Euclidean connection on Rn is torsion-free.
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Theorem 3.5.6. [Fundamental theorem of Riemannian geometry]
Let (M, g) be a Riemannian manifold. There exists a unique connection ∇ that is g-compatible and torsion-
free, called the Riemannian connection, or Levi-Civita connection.

Proof: Uniqueness comes from the fact that g(∇XY,Z) being determined for all X,Y, Z means that ∇XY is
determined for all X,Y .

For existence, we use a formula to define ∇j . To see that ∇ is a torsion-free g-compatible connection,
consider in local coordinates

X =
∂

∂xi
, Y =

∂

∂xj
, Z =

∂

∂xk
for which

∂

∂xi
gjk +

∂

∂xj
gik −

∂

∂xk
g′ij = 2g

(
∇i

∂

∂xj
,
∂

∂xk

)
From calculations, we conclude that

Γmij = Γ`ijδ
m
` = Γ`ijg`kg

`m =
gkm

2

(
∂gjk
∂xi

+
∂gik
∂xj

− ∂gij
∂xk

)
= Γmij

We define a connection on TM by demanding that its Christoffel symbols are given by the equation above
in local coordinates. It remains to show that this connection is torsion-free and g-compatible.

For torsion-free, note that T kij = Γkij − Γ`ij = 0. For compatibility, we need to check that (∇kg)ij = 0 for all
m, i, j, which we leave as an exercise. �

From now on, (M, g) is always a Riemannian manifold and ∇ is always the Levi-Civita connection of g.
A geodesic with respect to the Levi-Civita connection is called a Riemannian geodesic.

Proposition 3.5.7. Let γ be a Riemannian geodesic. The speed s(t) =
√
g(γ′(t), γ′(t)) of γ : I → M is

constant for all t ∈ I.

Proof: Observe that

d

dt
s2(t) =

d

dt
g(γ′, γ′) = Dt(g(γ′, γ′)) = ∇γ′(g(γ′, γ′)) = g (∇γ′γ′, γ′) + g (γ′,∇γ′γ′) = 0 + 0 = 0

�

Let’s compute this in an example.

Example 3.5.8. Consider (Rn, ḡ), where the geodesics are constant-speed straight lines. So γ(t) = (γ1(t), . . . , γn(t))
is a local frame with

γ1 =
dxi

dt
ei and ∇γ′γ′ = Dtγ

′ =
d

dt

(
dγi

dt

)
ei +

dγi

dt
Dtei =

d2γi

dt2
ei

Next, we want ∇γ′γ′ = 0 so then d2γi

dt2 = 0 for all i, and

γi(t) = ait+ bi γ(t) = ~at+~b

Example 3.5.9. Now consider (Sn, ground). The geodesics on Sn are the arcs of great circles, i.e. intersections
with Sn of n-dimensional vector subspaces of Rn+1.

Sn

n-dimensional subspace

geodesic
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Example 3.5.10. Next, consider (H2, g) the hyperbolic 2-space with the upper half-space model, so
H2 = {x, y ∈ R2 : y > 0} and g = 1

y2 ((dx)2 + (dy)2). The Christoffel symbols are given by Γkij =

1
2g
k`
(
∂g`i
∂xj +

∂g`j
∂xi −

∂gij
∂x`

)
, where x1 = x and x2 = y. So specifically,

Γ1
11 =

1

2
g1`

(
∂g`1
∂x1

+
∂g`1
∂x1

− ∂g11

∂x`

)
=

1

2
y2

(
2
∂g11

∂x
− ∂g11

dx

)
= 0

Γ2
11 =

1

2
g2`

(
∂g`1
∂x1

+
∂g`1
∂x1

− ∂g11

∂x`

)
=

1

2
y2

(
−∂g11

∂y

)
= 0
−y2

2
· −2

y3
=

1

y

Γ1
12 =

1

2
g1`

(
∂g`1
∂x2

+
∂g`2
∂x1

− ∂g12

∂x`

)
=

1

2
y2

(
∂g11

∂y

)
=
y2

2
· −2

y3
=
−1

y

Γ2
12 = 0

Γ1
22 = 0

Γ2
22 =

1

y

Recall the geodesic equation in general, which was d2xk

dt2 + Γkij
dxi

dt
dxj

dt = 0. Then

d2x

dt2
+

2

y

dx

dt

dy

dt
= 0

d2y

dt2
+

1

y

((
dx

dt

)2

−
(
dy

dt

)2
)

= 0

Now let’s try to solve these equations. Suppose that x = x0 a constant. Then dx
dt = 0 and d2x

dt = 0. Also,

y′′ − 1

y
(y′)2 = 0 =⇒ y′′

y′
=
y′

y
=⇒ log(y′) = log(y) + c

y′ = c̃y
=⇒ y

y′
= c̃ =⇒ y = cekt

To find the rest, suppose that x(t) = x0 + λ cos(f(t)) and y(t) = λ sin(f(t)) for some f(t). This reduces, in
both geodesic equations, to f ′′(t)/(f ′′(t))2 = cot(f(t)), which tells us that circles centered on the x-axis are
also geodesics.

x

y

H

4 Digressions and distances

We take a small detour to talk about two related topics. The first is that of volume forms.

4.1 Digression one - volume forms

Recall that a manifold M is termed orientable if there exists a smooth n-form µ ∈ Ωn(M) such that µp 6= 0 for
all p ∈M , for µp ∈ Λn(T ∗pM). Such an n-form, which may or may not exist, is termed a nowhere-vanishing
n-form.

Proposition 4.1.1. Suppose that M is orientable and connected. There exist exactly two equivalence
classes of orientation forms, where µ ∼ µ′ off µ/fµ′ for some f ∈ σ(µ), f > 0. The orientation class of µ is
then denoted by [f ].
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Definition 4.1.2. An orientation on M (for M orientable) is a choice of orientation class. An oriented
manifold is an orientable manifold together with a choice of orientation class.

Remark 4.1.3. Suppose that M is compact and oriented. Then we can integrate n-forms on M . Let
ω ∈ Ωn(M) and

∫
M
ω ∈ R>0. Then Stokes’ theorem tells us that

∂M = ∅ =⇒
∫
M

dω = 0

So if f : Mn → Nn is an orientation-preserving diffeomorphism,∫
f(M)

ω =

∫
M

f∗ω

Definition 4.1.4. Let M be orientable. A volume form on M is a choice µ of a representative of the given
orientation class. The volume of M (for M compact) is defined to be

Vol(M) =

∫
M

µ

Clealy the volume depends on the chosen volume form. Next note that if (M,µ) is a compact manifold with
a volume form, then we can define the integration of smooth functions over M as:∫

M

f =

∫
M

fµ for f ∈ C∞(M)

Remark 4.1.5. Suppose (M, g) is an oriented Riemannian manifold. Then there exists a canonical choice
of volume form µ in the given orientation. It has the property that

Mp = (e1, . . . , en) = ±1

for e1, . . . , en an oriented orthonormal basis of TpM . This M is termed the Riemannian volume form
associted to g and the appropriate orientation class. Note that in local coordinates with an oriented chart,
we have that

µ = fdx1 ∧ · · · ∧ dxn

for some f ∈ C∞(U). We can relate the local orientable orthonormal frame {e1, . . . , en} to the oriented
coordinate frame { ∂

∂x1 , . . . ,
∂
∂xn } by

∂

∂xi
=
∑
j

Pijej and ej =
∑
k

Qjk
∂

∂xk
and Sik =

∑
j

PijQjk

Plugging this into the definition of µ, we get that

1 = µ(e1, . . . , en) = µ

(∑
i

Q1ki

∂

∂xki
, . . . ,

∑
i

Qnki
∂

∂xkn

)
= det(Q)µ

(
∂

∂x1
, . . . ,

∂

∂xn

)
= det(Q)f

The associated metric g is then given as

gij = g

(
∂

∂xi
,
∂

∂xi

)
= g

(∑
k

Pikek,
∑
`

Si`e`

)
=
∑
k,`

Pk`Pj` g(ek, e`)︸ ︷︷ ︸
=δk`

=
∑
k

PikPjk = (PPT )ij

And det(g) = det(PPT ) = det(P )2 = 1/det(Q)2, so f =
√

det(g).
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Definition 4.1.6. Let (M,µ) be a manifold with a volume form. Define div : Γ(TM) → C∞(M) by, for
X ∈ Γ(TM),

div(X)µ = d(X µ) = d(X µ) +X µ︸ ︷︷ ︸
=0

= LXµ

This makes it clear that div is R-linear, and that div(fX) = fdiv(X).

Example 4.1.7. Consider (Rn, ḡ). Let µ̄ be the Riemannian volume form of ḡ, with µ̄ = dx1 ∧ · · · ∧ dxn.
Then

div(X)µ = d(X µ) =

(∑
i

∂Xi

∂xi

)
dx1 ∧ · · · ∧ dxn

Theorem 4.1.8. [Divergence theorem]
Suppose (M,µ) is a compact manifold with a volume form. Then

∫
M

div(X) = 0.

Proof: Note that ∫
M

div(X) =

∫
M

div(X)µ =

∫
M

d(X µ) = 0

The first equality follows from the definition of an integral of a function, and the last follows by Stokes’
theorem. �

Remark 4.1.9. Now suppose that div(X) = 0. Let Θt be the (global) flow of X, so Θt : M → M is a
diffeomorphism. Then

Vol(Θt(M)) =

∫
Θt(M)

µ =

∫
M

Θ∗tµ =

∫
M

µ = Vol(M)

The second-last equality follows as d
dtΘ

∗
tµ = −LXµ = −div(X)µ = 0. Hence Θ∗tµ = Θ∗0µ = µ, so µ is

invariant under Θt for all t.

In summary, we now have that if X in divergence-free (i.e. div(X) = 0), then the flow Θt : M → M
preserves the volume, or Vol(Θt(M)) = Vol(M). We say that a diffeomorphism of M that is the flow of a
divergence-free vector field is called a volume-preserving diffeomorphism. As an aside, note that M has at
least as many divergence-free vector fields as the first Betti number of M .

4.2 Digression two - Lie groups

In this section, we will show that every compact Lie group has a bi-invariant Riemann metric. Later, we will
compute the geodesics and curvature on compact Lie groups with respect to a bi-invariant metric.

Remark 4.2.1. Let G be a Lie group. For all a ∈ G,

La : G → G
g 7→ ag

Ra : G → G
g 7→ ga

are both diffeomorphisms of G with (La)−1 = La−1 and (Ra)−1 = Ra−1 . As (ag)b = a(gb), it follows that
Rb ◦ La = La ◦ Rb, so La and Rb commute for all a, b. Define conjugation by a to be Ia = La ◦ Ra−1 , so
Ia(g) = aga−1, so it too is a diffeomorphism. Note that Ia(e) = e and Ia(g)Ia(h) = Ia(gh), so Ia : G→ G is
a Lie group automorphism. As it is a diffeomorphism, we can use it to push forward vector fields.

Proposition 4.2.2. The map (Ia)∗ maps the space of left-invariant vector fields to itself, i.e. (Ia)∗ : g→ g.

Proof: Let X be left-invariant, so (La)∗X = X, and

(La)∗((Rb)∗X) = (Rb)∗((La)∗X) = (Rb)∗X and (Ia)∗X = (La)∗(Ra−1)∗X = (Ra−1)∗X

So it indeed takes left-invariant vector fields to left-invariant vector fields. �
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Proposition 4.2.3. For a ∈ G, let (Ia)∗ = Ad(a) : g→ g be the adjoint map. Then

1. Ad(a) is an automorphism of g
2. Ad : G→ GL(g) is a homomorphism of groups
3. Ad is smooth

Proof: 1. For x, y ∈ g, we have that

Ad(a)[X,Y ] = (Ia)∗[X,Y ] = [(Ia)∗X, (Ia)∗Y ] = [Ad(a)X,Ad(a)Y ]

Note that Ad(a) = (Ia)∗ is linear with (Ad(a))−1 = Ad(a−1). So the map is an automorphism of the vector
space g preserving Lie brackets.

2. For this, observe that

Iab(g) = (ab)g(ab)−1 = (ab)g(b−1a−1) = a(bgb−1a−1 = Ia(Ib(g))

So Iab = Ia ◦ Ib, hence (Iab)∗ = (Ia)∗ ◦ (Ib)∗, or Ad(ab) = Ad(a)Ad(b), so Ad is a group homomorphism.

3. Consider the map G×G→ G by (g, h) 7→ ghg−1. This is smooth in g, h, so by fixing g, Ad(g) = (Ig)∗ is
the Jacobian of this map at (g, e), in local coordinates. Hence it is also smooth. �

Definition 4.2.4. Let σ be a smooth (k, 0)-tensor on G. Then for all a, g ∈ G,

σ is left-invariant ⇐⇒ (La)∗σag = σg
σ is right-invariant ⇐⇒ (Ra)∗σga = σg
σ is bi-invariant ⇐⇒ σ is left- and right-invariant

Proposition 4.2.5. Let σ : G→ T k0 (TG) be a section of T k0 (TG), so π ◦ σ = idM , i.e. σg ∈ T k0 (TgG). If σ
is left- or right-invariant, then σ is smooth.

Proof: Let E1, . . . , En be a local frame for a smooth manifold M (that is, E1, . . . , En are smooth vector fields

on some U ⊂ M and a basis of TpM for all p ∈ U). Suppose that σ is a section of T k0 (TM). Then σ is
smooth iff σ(E1, . . . , Ek) is a smooth function on U for all i. Let n = dim(σ) and E1, . . . , En be a global
frame of left-invariant vector fields. As

σag

(
Ei1 |ag , . . . , Eik |ag

)
= σag

(
(La)∗ Ei1 |ag , . . . , (La)∗ Eik |ag

)
= ((La)∗σag)

(
Ei1 |ag , . . . , Eik |ag

)
= σag

(
Ei1 |ag , . . . , Eik |ag

)
,

the function σi1···ik = σ(E1, . . . , Ek) is constant (thus smooth), so σ is smooth. The same approach works
for right-invariance. �

Lemma 4.2.6. Let σe ∈ T k0 (TeG), for e the identity element. Then:

1. there exists a unique left-invariant (k, 0)-tensor α on G such that αe = σe, and a unique right-invariant
(k, 0)-tensor β on G such that βe = σe.

2. α = β on G (that is, σe determines a bi-invariant (k, 0)-tensor on G) iff (Ad(g))∗σe = σe for all g ∈ G.

Proof: 1. As Lg : G → G with Lg(e) = ge = g, we have that (Lg)∗ : TeG → TeG, so (Lg−1)∗ : TgG → TeG.
Hence (Lg−1)∗ takes (k, 0)-tensors at e to (k, 0)-tensors at g. Next define αg = (Lg−1)∗σe. To see that α is
left-invariant, observe that

(La)∗αag = (La)∗((L(ag)−1)∗σe)

= (La)∗((Lg−1a−1)∗σe)

= (La)∗(La−1)∗(Lg−1)∗σe

= (Lg−1)∗σe

= αg.
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By the previous result, α is an isomorphism. Uniqueness is clear. Right-invariance is done similarly.

2. Suppose that α, β are both such tensors. Then by left-invariance,

(Ad(g))∗σe = (Lg ◦Rg−1)∗σe = (Rg−1)∗(Lg)
∗σe = σe.

If we suppose that (Ad(g))∗σe = σe, then

(Rg−1)∗σe = (L−1
g )∗σe = (Lg−1)∗σe,

so αg = βg for all g. �

Corollary 4.2.7. Every Lie group G admits a left- and right-invariant Riemannian metric, and a left- and
right-invariant volume form.

In particular, every Lie group is orientable, as it has a volume form.

Theorem 4.2.8. A compact, connected Lie group has a unique bi-invariant volume form µ such that
vol(G,µ) = 1.

*The proof is omitted*

Corollary 4.2.9. A compact, connected Lie group admits a bi-invariant Riemann metric.

*The proof is omitted*

This ends the digression on Lie groups. We will soon compute geodesics and curvature for Lie groups
with a bi-invariant metric.

4.3 The exponential map and normal coordinates

On (M, g), we can use geodesics to get a canonical chart containing p for every p ∈M . Let Xp ∈ TpM . We
know there exists ε > 0 and a geodesic γXp : (−ε, ε)→M such that γXp(0) = p and (γXp)′(0) = Xp.

Definition 4.3.1. Define the space E = {(p,Xp) ∈ TM, γXp is defined on an interval containing [0, 1]}.
That is, (p,Xp) ∈ E iff γXp is defined.

So E is the set of all points (p,Xp) in the tangent bundle for which the geodesic γXp is defined for at least
t = 1.

Definition 4.3.2. The map exp : E →M is defined by exp((p,Xp)) = γXp(1), and is termed the exponential
map. For p ∈ M , let Ep = E ∩ TpM . For (p,Xp) ∈ E , define expp : Ep → M by expp(Xp) = exp((p,Xp)).
This is termed the restricted exponential map.

Proposition 4.3.3.
a. E is an open subset of TM containing the zero section (i.e. (p, 0p) ∈ E for all p ∈M), and each Ep is

star-shaped (convex from a point) with respect to 0p ∈ TpM
b. if (p,Xp) ∈ TpM , then expp(tXp) = γXp(t) for all t such that either side is defined
c. exp is smooth

Before we can prove this proposition, we need the folowing lemma:

Lemma 4.3.4. [Rescaling lemma]
Let Vp ∈ TpM and c, t ∈ R. Then γcVp(t) = γVp(ct) whenever either side is defined.

43



Proof: We will show if γcVp(t) exists, then so does γVp(ct) and they are equal. The other direction follows by
setting Vp → cVp, t→ ct, and c→ 1/c.

So let γ(t) = γVp(t). Define γ̃ = γ(ct). Let I be the domain of γ, so the domain of γ̃ is {t : ct ∈ I}. We
want to show that γ̃ is a geodesic, with initial point p and initial velocity cVp. Note that in local coordinates,

γ(t) = γi(t)
∂

∂xi


γ(t)

γ̃(t) = γi(ct)
∂

∂xi


γ̃(t)

Evaluating at t = 0, we have

γ̃(0) = γ(c · 0) = γ(0) = p γ̃′(0) =
dγ̃

dt
(0)

∂

∂xi


γ̃(0)

= c
dγi

dt
(0)

∂

∂xi


p

= cγ′(0) = cVp

It remains to check that γ̃ is a geodesic. As γ is a geodesic,

d2γ̃k

dt2
+ Γkij

dγ̃i

dt

dγ̃j

dt
= c2

(
d2γk

dt2
+ Γkij

dγi

dt

dγj

dt

)
= 0

�

We now move to the proof of Proposition 4.3.3.

Proof: The rescaling lemma with t = 1 says that γcVp(1) = γVp(c) whenever either side is defined. So
γtVp(1) = γVp(t) for all t when both sides are defined, so expp(tVp) = γVp(t), proving b..

Next let Vp ∈ Epp Then γVp is defined on at least [0, 1], so for 0 6 t 6 1, the rescaling lemma says that

expp(tVp) = γtVp(1) = γVp(t)

is defined for all t ∈ [0, 1], so tVp ∈ Ep for all t ∈ [0, 1]. Hence Ep is star-shaped with respect to 0p, proving
the second part of a. It remains to show that exp is smooth and that Ep is open. �

Proposition 4.3.5. Let f ∈ C∞(TM). Then

(Gf)(p,Xp) =
d

dt


t=0

f(γXp(t), (γXp)′(t)).

*The proof is omitted*

Proposition 4.3.6. The integral curves of G satisfy the equations

dxi

dt
= yi and

dyi

dt
= −Y iY jΓijk(x1(t), . . . , xn(t))

implying that
d2xk

dt2
+ Γkij((x

1(t), . . . , xn(t))
dxi

dt

dxj

dt
.

*The proof is omitted*

Proposition 4.3.7. [Naturality of the exponential map]
Let f : (M, g)→ (M̃, g̃) be an isometry. Then for any p ∈M , the following diagram commutes:

M M̃

TpM Tf(p)M̃

f

(f∗)t

expp expf(p)
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Proof: The proof follows immediately from Assignment 4, question 2b, which says that if γXp is a geodesic

on (M, g) with initial data (p,Xp), then f ◦Xp is a geodesic on (M̃, g̃) with initial data (f(p), (f∗)pXp). �

Lemma 4.3.8. Let p ∈M and consider the smooth map expp : Ep →M , with Ep open in TpM . There exists
an open neighborhood V ⊂ Ep of 0p in TpM and an open neighborhood W of p ∈M such that expp : V →W
is a diffeomorphism:

0p

V

Ep

TpM

M

p
W

expp

Proof: This follows from the inverse function theorem. We start by noting that TpM is a vector space, so
T0p(TpM) ∼= TpM canonically. We also have that expp : TPM →M with

((expp)∗)0p : T0p(TpM) → Texpp(0p)M

TpM → TpM

Let Vp ∈ TpM . To find what ((expp)∗)0p(Vp) is, we need a smooth curve σ(t) in TpM with σ′(t) = Vp. Then
((expp)∗)0p(Vp) = (expp ◦σ)′(0). So take σ(t) = tVp ∈ TpM for all t, with σ′(t) = Vp for all t, and σ′(0) = Vp.
Then

((expp)∗)0p(Vp)
d

dt


t=0

expp(tVp) =
d

dt


t=0

σVp(t) = Vp =⇒ ((expp)∗)0p = idTpM

So the map is invertible, and the inverse function theorem completes the proof. �

This lemma allows us to prove the existence of so-called “normal coordinates.”

Definition 4.3.9. Let E1, . . . , En be any orthonormal basis of TpM with respect to gp. This gives an
isomorphism E : Rn → TpM , with E(x1, . . . , xn) = xifi. Then we let ϕ = E−1 ◦ (expp)

−1, and ϕ becomes a
diffeomorphism from W 3 p to ϕ(W ) ⊂ Rn, so it is a chart.

0p
V

TpM
M

p
W

(expp)
−1

∼=
expp

Rn

E−1

E

ϕ

Then ϕ is a smooth chart for M centered at p, with ϕ(p) = (0, 0, . . . , 0) ∈ Rn. This is called a normal
coordinate chart centered at p. Note that it is not unique.
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Proposition 4.3.10. Let (W,ϕ) be a normal coordinate chart centered at p. Then:
a. for any Vp = V k ∂

∂xk
|p ∈ TpM , the geodesic γVp of M with initial data (p, Vp) is represented in these

coordinates by γVp(t) = (tV 1, . . . , tV k) as long as γVp stays in W .
b. the coordinates of p are (0, 0, . . . , 0)
c. the components of the metric gij at p are gij(p) = δij
d. the Christoffel symbols vanish at p, i.e. Γkij(p) = 0

*The proof is omitted*

Definition 4.3.11. Let ε > 0 be such that expp is a diffeomorphism on Bε(0) ⊂ TpM , where Bε(0) = {Xp ∈
TpM : |Xp|gp < ε}, and |v|gp =

√
gp(v, v). Then we say that expp(Bε(0)) is a geodesic ball centered at p.

Similarly, expp(Bε(0)) is the closed geodesic ball centered at p if Bε(0) lies in the domain of expp. Continuing
the analogy, we call ∂Bε(0) the geodesic sphere centered at p.

Let (U,ϕ) be a normal coordinate chart centered at p. Define the radial distance function r given by

r(x1, . . . , xn) =

√√√√ n∑
i=1

(xi)2.

Define the unit radial vector field on U \ {p} to be

∂

∂r
=

n∑
i=1

xi

r

d

dxi

Lemma 4.3.12. At any point q ∈ U \{p}, ∂
∂r is the velocity vector of the unit speed geodesic function from

p to q, and hence has unit length with respect to g.

Proof: Let q ∈ U \ {p}. In normal coordinates, ϕ(q) = (x1, . . . , xn). Consider γ̂(t) = (tx1, . . . , txn), which

is a smooth curve with γ̂(0) = 0 (so γ(0) = p) and γ̂(1) = (x1, . . . , xn) (so γ(1) = q). From part d. of the
previous proposition, γ is a geodesic strating at p. Then we have that

γ′(t) =
dγ̂i

dt

∂

∂xi
= xi

∂

∂xi
= r

∂

∂r
,

|γ′(t)|2 = g(γ′(t), γ′(t)) = g

(
r
∂

∂r
, r
∂

∂r

)
= r2

 ∂

∂r

2

g

.

Recall that geodesics have constant speed, so

|γ′(t)|2 = g(γ′(t), γ′(t)) = g

(
xi

∂

∂xi
, xj

∂

∂xj

)
= xixjgij .

At t = 0, gij(p) = δij . Hence r2| ∂∂r |
2
g = r2, so | ∂∂r |g = 1, and |γ′(0)| = xixjδij = r2. �

Definition 4.3.13. Let W ⊂M be open. Then W is called a uniformly normal (or totally normal) subset
of M iff there exists δ > 0 such that W ⊂ expq(Bδ(0)) for all q ∈W .

rp
expr(Bδ(0))expp(Bδ(0))

W

So W is uniformly normal if it is contained in a geodesic ball of radius δ around each of its points.
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Lemma 4.3.14. Given p ∈ M and any open neighborhood U 3 p, there exists a uniformly normal neigh-
borhood W of p such that W ⊂ U .

*The proof is omitted*

4.4 Distances and parametrization

Definition 4.4.1. Let (M, g) be a Riemannian manifold. A smooth curve segment on M is a smooth map
γ : [a, b]→M . That is, it is the restriction of a smooth curve on M to a closed bounded interval.

M

Definition 4.4.2. Let γ[a, b] be a smooth curve segment. The length of γ, denoted by L(γ), is defined to be

L(γ) =

∫ b

a

|γ′(s)|gγ(0) ds = (integral over [a, b] of the speed of γ)

Note that L(γ) depends on the metric g on M . Clearly L(γ) > 0.

Definition 4.4.3. Let ϕ : [c, d] → [a, b] be a smooth map with a smooth inverse. We say that ϕ is a
forward reparametrization (or backward reparamaterization) if it is orientation preserving (or reversing), i.e.
(ϕ∗)t > 0 for all t ∈ [c, d] (or (ϕ∗)t < 0 for all t ∈ [c, d]).

Let γ : [a, b]→M be a smooth curve segment. Let ϕ : [c, d]→ [a, b] be a parametrization. Then γ̃ = γ ◦ ϕ :
[c, d]→M is called a reparametrization of γ.

Lemma 4.4.4. The length of a curve is independent of parametrization, i.e. L(γ) = L(γ̃).

Proof: Let t = ϕ(s) and γ̃ = γ(ϕ(s)) = γ(t). Then

γ̃′(s) =
dϕ

ds
γ′(ϕ(s))

|γ̃′(s)| =
dϕds

 |γ′(ϕ(s))|g

Putting this together, we have that

L(γ̃) =

∫ d

c

|γ̃′(s)| ds =

∫ d

c

|γ′(ϕ(s))|g
dϕ

ds
=

∫ b

a

|γ′(t)| dt = L(γ)

�

Definition 4.4.5. A smooth curve γ : I → M is termed a regular curve if γ′(t) 6= 0γ(t) for all t ∈ I, where
0γ(t) ∈ Tγ(t)M .

Remark 4.4.6. A curve γ is regular iff it is an immersion, as (γ∗)t
(
d
dt


t

)
= γ′(t), where (γ∗)t : T∗I →

Tγ(t)M .

Also note that all non-constant geodesics are regular (by the constant speed criterion).
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Definition 4.4.7. An admissible curve on M is a piecewise-regular curve segment. That is, it is a continuous
map γ : [a, b] → M such that there exists a finite subdivision a = a0 < a1 < · · · < ak = b of [a, b] and
ϕ|[ai−1,ai]

: [ai−1, ai]→M is a regular smooth curve segment.

γ(a0)

γ(a1)

γ(a2)
γ(a3)

M

γ′(a−i ) = lim
t→a−i

[γ′(t)] =
velocity from

the left

γ′(a+
i ) = lim

t→a+i
[γ′(t)] =

velocity from
the right

This definition implies that the curve has a well-defined non-zero one-sided velocity vector when approaching
γ(ai) from either side (but they may not be equal), as indicated to the left of the diagram.

We also allow trivial (constant) curves to be admissible.

Definition 4.4.8. Let γ be an admissible curve. The length of γ is L(γ) =
∑k
i=1 L(γ|[ai−1,ai]

).

Definition 4.4.9. A reparametrization of an admissible curve γ : [a, b]→M is a homeomorphism ϕ : [c, d]→
[a, b] with a subdivision c = c0 < c1 < · · · < ck = d such that ϕ|[ci−1,ci]

→ [ai−1, ai] is a reparametrization of
the previous sets.

Note that the length of admissible curves is invariant under reparametrizations.

Definition 4.4.10. Let γ : [a, b] → M be an admissible curve. Define a function s : [a, b] → R by

s(t) = L(γ|[a,t]) =
∫ t
a
|γ′(t)| dt. This is termed the arc length of γ from 0 to t.

M

γ(a) γ(t)

γ(b)

s(t)

The fundamental theorem of calculus says that ds
dt = |γ′(s)|g, which is the speed of γ as γ(s).

Lemma 4.4.11. Let γ : [a, b]→M be an admissible curve. Let ` = L(γ). Then

a. there exists a unique reparametrization γ̃ : [0, `] → M of γ such that γ̃ is a unit speed curve, i.e.
|γ̃(s)| = 1 for all s

b. if γ̃ is any unit speed curve whose domain is of the form [0, `], then s(t) = t for γ̃

Hence unit speed curves are said to be parametrized by length.

The proof for the above lemma follows by noting that ds
dt > 0, so s(t) is invertible. Finding the inverse

t = t(s) will give the required parametrization.

Remark 4.4.12. Let γ : [a, b] → M be an admissible curve and f ∈ C∞(M). Consider the integral of f
over γ with respect to length. We denote this by∫

γ

f ds =

∫ b

a

f(t)|γ′(t)| dt
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Lemma 4.4.13. Let ϕ : [c, d]→ [a, b] be a reparametrization of γ. Then∫ b

a

f(t)|γ′(t)| dt =

∫ d

c

f̃(u)|γ̃′(u)| du f̃ = f ◦ ϕ
γ̃ = γ ◦ ϕ

Proof: Same as above. �

Definition 4.4.14. A continuous map V : [a, b]→ TM such that V (t) ∈ Tγ(t)M for all t is called a piecewise
smooth vector field along γ if there exists a (possibly finer) subdivision a = ã0 < ã1 < · · · < ãk = b such
that V is smooth on each [ãi−1, ãi].

Given an admissible curve γ and Va ∈ Tγ(a)M , we can parallel transport Va along γ to get a piecewise
smooth vector field V along γ with V (a) = V .

Definition 4.4.15. Let (M, g) be connected, and p, q ∈M . Define the distance d(p, q) between p and q by

d(p, q) = inf
all admissible curves γ from p to q

{L(γ)}

We need to show that this is well defined (i.e. there exists an admissible curve between p and q). This is clear
by noting that as M is connected, there exists a continuous path α : [a, b]→M with α(a) = p, α(b) = q.

Further, α([a, b]) is compact in M , so there exists a finite subdivision a = a0 < a1 < · · · < ak = b such that
α([ai−1, ai]) is in a domain (coordinate ball) of a single chart.

ai−1

ai

ϕ−1
i

ϕi

Ui

Then replace each α|[ai−1,ai]
by a smooth path in coordinates to get an admissible curve γ. So there exists an

admissible curve γ from p to q, hence d(p, q) is well-defined. Equivalently, d(p, q) > 0, and d(p, q) = d(q, p).

Theorem 4.4.16. In the sense of metric spaces, d is a metric. The metric space topology determined by d
is the same as the original manifold topology.

Proof: We need to show that d(p, q) 6 d(p, r) + d(r, q) for all p, q ∈M and d(p, q) = 0 iff p = q. Consider:

p

r
q

γ1
γ2

Here γ1 is an admissible curve from p to r and γ2 is an admissible curve from r to q. Moreover, it is clear
that L(γ2 · γ1) = L(γ2) +L(γ1) and d(p, q) 6 L(γ2) +L(γ1). Taking the infimum avor all γ1 from p to r and
the infimum over all γ2 from r to q, we get that d(p, q) 6 d(p, r) + d(r, q), as desired.
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Next we show that if p 6= q, then d(p, q) > 0. The idea is to compare Riemannian distance to Euclidean
distance in cordinate balls. So let p ∈M , and let (x1, . . . , xn) be normal coordinates centered at p. As in the
proof of the uniformly normal neighborhood lemma, there exists a closed geodesic ball exp(Bε(0)) of radius
ε centered at p, and c, C > 0 such that

c|Vq|ḡ > |Vq|g 6 C|Vq|ḡ ∀ Vq ∈ TqM, q ∈ exp(Bε(0))

From the definition of length, for any admissible curve γ whose image is in exp(Bε(0)), we have that
cLḡ(γ(6 Lg(γ) 6 CLḡ(γ).

p
q

α

α(t0)

exp(Bε(0))

If p 6= q, by shrinking ε if necessary, q 6∈ exp(Bε(0)). Next, let α : [a, b] be any admissible curve from p to q.
Then α must intersect the geodosic sphere exp(Bε(0)), as the complement of exp(∂Bε(0)) is disconnected,
and p, q lie in different components, as shown above. Let t0 ∈ [a, b] be the first time in [a, b] where α(t0) ∈
exp(∂Bε(0)). Then

Lg(α) > Lg(α|[a,t0]) > cLg(α|[a,t0]) = cdḡ(p, α(t0)) = cε > 0

So d(p, q) > ε, hence p 6= q implies that d(p, q) 6= 0, so we do indeed have a metric.
Finally, a basis for the manifold topology is given by small “Euclidean balls” in open sets of the form

exp(Bδ(0)). The metric topology of d is generated by small metric balls. This shows that the topologies are
the same, so each open set in one topology is an open set in the other. �

Remark 4.4.17. Every smooth manifold is metrizable.

Definition 4.4.18. Let (M, g) be a Riemannian manifold. An admissible curve γ on M is called minimizing
if L(γ) 6 L(γ̃) for all admissible curves γ̃ with the same endpoints as γ.

a bγ

γ̃

That is, γ is minimizing iff L(γ) = d(γ(a), γ(b)), which follows from the definition of distance. Note there
need not exist a minimizing curve. If it exists, it may not be unique.

We would like to prove that a minimizing curve is a geodesic. The idea is to use the calculus of variations.
If we consider Γs a family of curves between p and q such that γ = Γ0 is minimizing, then we should have
that d

ds |s=0L(Γs) = 0. Let’s formalize this approach.

Definition 4.4.19. An admissible family of curves is a continuous map Γ : (−ε, ε) × [a, b] → M such that
there exists a finite subdivision a = a0 < · · · < ak = b such that Γ is smooth on (−ε, ε) × [ai−1, ai] and
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Γs(t) = Γ(s, t) is an admissible curve on M for each fixed s ∈ (−ε, ε).

s

t

−ε

ε

a b

M

Γ

If Γ is an admissible family, a vector field along Γ is a continuous map V : (−ε, ε) × [a, b] → TM such that
V (s, t) ∈ TΓ(s,t)M for all s, t, and V |(−ε,ε)×[ãi−1,ãi]

is smooth for some (possibly finer) subdivision ãi of [a, b].
An admissible family Γ defines twe collections of curves:

Γs(t) = Γ(s, t) s is constant on the main curves

Γt(s) = Γ(s, t) t is constant on the transverse curves

The main curves are piecewise smooth on [a, b], and the transverse curves are smooth on (−ε, ε)× [a, b] for
all t ∈ [a, b].

Remark 4.4.20. Further on, we will use some shorthand notation:

(∂sΓ) (s, t) =
d

dt
Γ(s, t) =

d

dt
Γs(t) = T (s, t) (the velocity vector field of the main curves)

(∂tΓ) (s, t) =
d

ds
Γ(s, t) =

d

ds
Γt(s) = S(s, t) (the velocity vector field of the transverse curves)

Note that S is continuous on (−ε, ε)× [a, b], so it is always a vector field along Γ. However, T is not always
continuous at t = ai, so it is only a vector field along Γ at points where Γ is smooth. Next we will denote:

DsV = the covariant derivative of V along the transvrse curves Γts)

DtV = the covariant derivative of V along the main curves Γs(t) when Γ is smooth

Lemma 4.4.21. [Symmetry lemma] - Lemma 6.3 in [Lee97]
Let Γ : (−ε, ε)× [a, b]→M be an admissible family of curves. On any rectangle (−ε, ε)× [ai−1, ai] where Γ
is smooth,

Ds(∂tΓ) = Dt(∂sΓ)

That is, Ds(T ) = Dt(S).

Proof: In local coordinates, we have

T = ∂tΓ =
∂Γi

∂t
(s, t)

∂

∂xi


Γ(s,t)

S = ∂sΓ =
∂Γi

∂s
(s, t)

∂

∂xi


Γ(s,t)

By the properties of the covariant derivative, we then have

Ds(T ) = Ds

(
∂Γi

∂t

∂

∂xi

)
=
∂2Γi

∂s∂t

∂

∂xi
+
∂Γi

∂t

∂Γj

∂s
Γkji

∂

∂xk

Dt(S) = Dt

(
∂Γi

∂s

∂

∂xi

)
=
∂2Γi

∂t∂s

∂

∂xi
+
∂Γi

∂s

∂Γj

∂t
Γkji

∂

∂xk

The two Christoffel symbols are the same if the connection is torsion-free, which it is in this case. �
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Definition 4.4.22. Let γ : [a, b] → M be an admissible curve. A variation of γ is an admissible family of
curves Γ : (−ε, ε) × [a, b] → M such that γ(t) = Γ0(t) = Γ(0, t). It is termed a proper variation (or a fixed
point variation) if Γs(a) = γ(a) and Γs(b) = γ(b) for all s ∈ (−ε, ε).

p q
γ(t)

Γε(t)

Γ−ε(t)

a variation of γ

p

qγ(t)

Γε(t)

Γ−ε(t)

a proper variation of γ

The variation field V of a variation Γ is V = ∂sΓ = S, the velocity vector field of the transverse curves. A
velocity vector field along γ is called proper if V (a) = 0 ∈ Tγ(a)M and V (b) = 0 ∈ Tγ(b)M . It is clear that
the variation of a proper variation is a proper vector field along γ.

Lemma 4.4.23. - Lemma 6.4 in [Lee97]
If γ is admissible and V is any vector field along γ, then V is the vector field for some (non-unique) variation
Γ of γ. Moreover, if V is proper, the variation Γ can be taken to be proper as well.

Proof: Define Γ(s, t) = exp(sV (t)), i.e. we follom the geodesic starting at γ(t) with initial velocity v(t) ∈
Tγ(t)M for a time s. Since [a, b] is compact, there exists an ε > 0 such that Γ is defined on (−ε, ε) × [a, b].
And Γ is smooth on (−ε, ε)× [ai−1, ai] by the properties of the exponentiol map, for each interval [ai−1, ai] on
which V is smooth. Further, Γ is continuous on the whole domain. By further properties of the exponential
map,

(∂sΓ)(0, t) =
d

ds


s=0

exp(sV (t)) = V (t)

So the variation field of Γ is V . Moreover, if V is proper, then V (a) = 0 and V (b) = 0 imply that
Γ(s, a) = γ(a) and Γ(s, b) = γ(b) for all s ∈ (−ε, ε). Hence Γ is proper. �

Theorem 4.4.24. [First variation formula of the length functional] - Proposition 6.5 in [Lee97]
Let γ : [a, b]→M be any unit speed admissible curve, Γ a proper variation of γ, and V its variation field.

γ(t)
γ(a)

γ(b)

γ′(a−1 )

γ′(a+
1 )

γ′(a−2 )

γ′(a+
2 )

∆1γ
′ = γ′(a+

1 )− γ′(a−1 )

∆2γ
′ = γ′(a+

2 )− γ′(a−2 )

Then d
ds


s=0

L(Γs) = −
∫ b
a
g(V,Dtγ

′) dt−
∑k−1
i=1 g(V (ai),∆iγ

′).
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Proof: We first note that the length on every subinterval is given by

L
(

Γs|[ai−1,ai]

)
=

∫ ai

ai−1

∂Γs
∂t


g

dt =

∫ ai

ai−1

|T |g dt

We may integrate on any interval [ai−1, ai] where Γ is smooth:

d

ds
L
(

Γs|[ai−1,ai]

)
=

∫ ai

ai−1

∂

∂s
|T |g dt =

∫ ai

ai−1

1

2|T |g
(g(Ds(T ), T ) + g(T,Ds(T ))) dt =

∫ ai

ai−1

g(Dt(S), T )

|T |g
dt

Before we proceed, consider the following decomposition:

d

ds


s=0

L(Γs) =

k∑
i=1

d

ds


s=0

L
(

Γs|[ai−1,ai]

)
= −

k−1∑
i=1

g(V (ai),∆iγ
′)−

∫ b

a

g(V,Dtγ
′) dt

Now set s = 0 and recall that S(0, t) = V (t) and T (0, t) = γ′(t). Apply the above for:

d

ds


s=0

L(Γs|[ai−1,ai]
) =

∫ ai

ai−1

g(Dt(V ), γ′) dt

=

∫ ai

ai−1

(
d

dt
g(V, γ′)− g(V,Dtγ

′)

)
dt

= g(V (ai), γ
′(a−i ))− g(V (ai−1), γ′(a+

i−1))−
∫ ai

ai−1

g(V,Dtγ
′) dt

Summing over all i with the observation that V (a0) = V (ak) = 0, the desired formula appears. �

Theorem 4.4.25. - Theorem 6.6 in [Lee97]
Suppose that γ is a minimizing curve between two points p, q ∈ M . Without loss of generality, γ has unit
speed parametrization, and is thus a geodesic.

Theorem 4.4.26. [Gauss lemma] - Theorem 6.8 in [Lee97]

Let U = expp(Bδ(0)) be a geodesic ball centered at p ∈ M . The unit radial vector field ∂
∂r = xi

r
∂
∂xi is

orthogonal to the geodesic sphere expp(∂Bδ(0)) for all δ < ε.

Proof:

Corollary 4.4.27. - Corollary 6.9 in [Lee97]
Let (x1, . . . , xn) be normal coordinates ceneterd at p, on some geodesic ball U = expp(Bε(0)). Let r =√∑n

i=1(xi)2, which is smooth on U \ {p}. Then grad(r) = ∇r = ∂
∂r on U \ {p}.

*The proof is omitted*

Proposition 4.4.28. - Proposition 6.10 in [Lee97]
Let p ∈ M , and q be contained in a geodesic ball centered at p. Then up to reparametrization, the radial
geodesic from p to q is the unique minimizing curve from p to q.

*The proof is omitted*

Corollary 4.4.29. - Corollary 6.11 in [Lee97]
Within a geodesic ball centered at p ∈M , the function r(x) =

√∑n
i=1(xi)2 is the distance function from p

to x, i.e. d(p, x) = r(x).

*The proof is omitted*

So far, we have shown that if q lies in a geodesic ball centered at p (i.e. if q is in the image of expp),
then there exists a unique minimizing curve γ from p to q, and this curve is a radial geodesic, and r(q) =
d(p, q) = L(γ).
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Definition 4.4.30. An admissible curve γ is locally minimizinig if for any t0 ∈ I, there exists a neighborhood
U of t0 in I such that γ|U is minimizing between any two points on γ|U .

Theorem 4.4.31. - Theorem 6.12 in [Lee97]
Every geodesic is locally minimizing.

*The proof is omitted*

Definition 4.4.32. Let (M, g) be a Riemannian manifold. Then (M, g) is geodesically complete if every
geodesic is defined for all t ∈ R. This is equivalent to saying that the geodesic vector field is a complete
vector field.

Theorem 4.4.33. [Hopf, Rinow] - Corollary 6.11 in [Lee97]
Let (M, g) be a connected Riemannian manifold. Then (M, g) is geodesically complete iff it is complete as
a metric space.

*The proof is omitted*

Definition 4.4.34. Let γ : [0, b]→M be a geodesic. We say that γ aims at q if:

i. γ is minimizing from γ(0) to γ(b)
ii. d(γ(0), q) = d(γ(0), γ(b)) + d(γ(b), q)

Note that if γ were the initial segment of a minimizing geodesic from γ(0) to q, then γ aims at q.

Corollary 4.4.35. - Corollaries 6.14-6.16 in [Lee97]
The following are corollaries to the Hopf–Rinow theorem:

1. If there is p ∈M such that expp is defined on all of TpM , then M is complete
2. M is complete iff any two points in M can be joined by a minimizing geodesic
3. If M is compact, then every geodesic can be defined for all t ∈ R

*The proof is omitted*

5 Curvature

5.1 Flatness and curvature

Recall that (M, g) is flat iff it is locally isometric to (Rn, g). We proved that this is equivalent to the existence
of local coordinates such that the coordinate frame { ∂

∂x1 , . . . ,
∂
∂xn } is orthonormal. We are now looking for

a coordinate-free (“geometric”) way to characterize flatness.

Remark 5.1.1. In (Rn, ḡ), any tangent vector Vp ∈ TpRn may be extended uniquely to a parallel vector
field V ∈ Γ(TRn). Let {E1, . . . , En} be the standard global orthonormal frame, so Vp = aiEi|p for ai ∈ R.
So V is a smooth vector field in Rn.

Let (M, g) be a Riemannian manifold with p ∈M , Vp ∈ TpM . Does there exist a smooth vector field V in a
neighborhood V of p such that V |p = Vp and ∇XV = 0 for all vector fields X on U? For (x1, . . . , xn) local
coordinates centered at p, the situtation looks as below.

Vp Vq

p

q

x2

x1

U
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Here p = (0, 0) and q = (a1, a2). If such a V did exist, then V |q = Vq would be the result of parallel transport

of Vp along every path in U from p to q. Using this idea, define Ṽ , a smooth vector field on U by

Ṽ |q = parallel transport of Vp from (0, 0) to (a1, 0) and then to (a1, a2).

The field Ṽ is smooth because the parallel transport of it is an ODE, so it has smooth dependence on initial
conditions. If there exists a parallel extension V of Vp to a neighborhood of p, it would have to agree with

this Ṽ we have just defined, i.e. Ṽ would have to be parallel. By construction, ∇ ∂
∂x2

Ṽ = 0 at every point in

U , and ∇ ∂
∂x1

Ṽ = 0 on the x-axis. For Ṽ to be parallel, we need ∇ ∂
∂x1

Ṽ = 0 at every point (this will imply

that ∇X Ṽ = 0 for any X). So let W = ∇ ∂
∂x1

Ṽ , so W is a smooth vector field on U . Note that W |(a1,0) = 0,

so by the uniqueness of the parallel transport, W = 0 is an eigenvalue. Finally observe that

∇ ∂
∂x2

W = ∇ ∂
∂x2

(
∇ ∂

∂x2
Ṽ
)

= ∇ ∂
∂x1

(
∇ ∂

∂x2
Ṽ
)

= ∇ ∂
∂x1

(0) = 0.

Hence if ∇ ∂
∂x1

and ∇ ∂
∂x2

commute, we can find such a parallel extension. But where is it true?

On (Rn, ḡ) with V = V iEi ∈ γ(TRn), we have that

∇Y V = Y (V i)Ei and

∇X
(
∇Y V

)
= X(Y (V i))Ei

∇X
(
∇Y V

)
−∇Y

(
∇XV

)
= X(Y (V i))Ei − Y (X(V i))Ei

= ([X,Y ]V i)Ei

= ∇[X,Y ]V

.

This shows that for the Euclidean connection ∇ of ḡ and all vector fields X,Y, Z on Rn,

∇X
(
∇Y Z

)
−∇Y

(
∇XZ

)
−∇[X,Y ]Z = 0.

This motivates the following definition.

Definition 5.1.2. Let (M, g) be a Riemannian manifold. The Riemann curvature tensor R is a type (3, 1)
tensor on M , such that if X,Y, Z ∈ Γ(TM), then R(X,Y, Z) = R(X,Y )Z ∈ Γ(TM), where

R(X,Y )Z = ∇X(∇Y Z)−∇Y (∇XZ)−∇[X,Y ]Z

Remark 5.1.3. In local coordinates, we have that

R = Rijk`dx
i ⊗ dxj ⊗ dxk ⊗ dx`

Rijk` = g

(
R

(
∂

∂xi
,
∂

∂xj

)
∂

∂xk
,
∂

∂x`

)
= R

(
∂

∂xi
,
∂

∂xj
,
∂

∂xk
,
∂

∂x`

)
The symmetries of the tensor are then given by

Rijk` = −Rjik` = −Rij`k = Rk`ij

Theorem 5.1.4. - Theorem 7.3 in [Lee97]
The Riemannian manifold (M, g) is flat iff R = 0.

*The proof is omitted*

Remark 5.1.5. One may define the curvature R∇ of any connection on TM (by the same formula). We
proved above thatR∇ = 0 iff every point p ∈M lies in a neighborhood U on which there exists a parallel frame
{E1, . . . , En}, and Ei ∈ Γ(TU) is linearly independent at every point, and ∇XEi = 0 for all X ∈ Γ(TU).

With the theorem, we get more - if ∇ is metric-compatible, this frame can be takn to be orthonormal. If ∇
is torsion-free, this frame can be taken to be a coordinate frame.
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Proposition 5.1.6. - Proposition 7.4 in [Lee97]
Let (M, g) be a Riemannian manifold and R the (4, 0) curvature tensor of g. Let X,Y, Z ∈ Γ(TM). Then

a. R(X,Y, Z,W ) = −R(Y,X,Z,W )
b. R(X,Y, Z,W ) = −R(X,Y,W,Z)
d. R(X,Y, Z,W ) +R(Z,X, Y,W ) +R(Y,X,Z,W ) = 0
c. R(X,Y, Z,W ) = R(Z,W,X, Y )

*The proof is omitted*

Note that a. is true for all connections, i.e. the (3,1)-curvature tensor is always skew-symmetric in its
first two arguments. Further, b. is true for any connection compotible with the metric.

Remark 5.1.7. The symmetries of the tensor are then given by

Rijk` = −Rjik` = −Rij`k = Rk`ij

It follows from c. above that if we fix any of the four arguments and cyclically permute the other three, the
sum is zero. We then conclude that there are far fewer than n4 independent components.

5.2 Sectional curvature

Suppose (V, g) is a finite-dimensional real, positive-definite inner-product space. Given v, w ∈ V , define

|u ∧ v|2 = |u|2|w|2 − g(u,w)2 =
area of the

parallelogram
spanned by u,w

→
u

w

= det

[
|u|2 g(u,w)

g(u,w) |w|2
]

Definition 5.2.1. Let Lp be a 2-dimensional subspace of TpM . Let Xp, Yp be any basis of Lp. Define the
sectional curvature of (M, g) at the 2-plane TpM to be

K(Lp) =
R(Xp, Yp, Yp, Xp)

|Xp ∧ Yp|2

To show that this is well-defined, suppose that X̃p, Ỹp is another basis of Lp. We need to show that

R(Xp, Yp, Yp, Xp)

|Xp ∧ Yp|2
=
R(X̃p, Ỹp, Ỹp, X̃p)

|X̃p ∧ Ỹp|2

From linear algebra, we know that any two bases are related by a finite sequence of the form

(X,Y )→ (Y,X)

(X,Y )→ (λX, Y ) λ 6= 0

(X,Y )→ (X + λX, Y ) λ ∈ R

The Riemann curvature determines all the sectional curvatures. We will prove the converse, that knowing
all Kp determines Rp.

Lemma 5.2.2. Let (V, 〈 · , · 〉) be a finite-dimensional vector space. Let R,R′ be two tri-linear maps
V ×3 → V with (X,Y, Z,W ) = 〈R(X,Y, Z),W 〉 and (X,Y, Z,W )′ = 〈R′(X,Y, Z),W 〉 such that (X,Y, Z,W )
is skew-symmetric in X,Y and Z,W , with

(X,Y, Z,W ) = (Z,W,X, Y ) and (X,Y, Z,W ) + (Z,X, Y,W ) + (Y, Z,X,W ) = 0
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and similarly for (X,Y, Z,W )′. For X,Y linearly independent and σ = span{X,Y } with

K(σ) =
(X,Y, Y,X)

|X|2|Y |2 − 〈X,Y 〉2
and K ′(σ) =

(X,Y, Y,X)′

|X|2|Y |2 − 〈X,Y 〉2
,

if K = K ′ for all σ, then R = R′.

*The proof is omitted*

Corollary 5.2.3. If we know all the sectional curvatures Kp(σp) for all σp ∈ TpM , then we know Rp.

Lemma 5.2.4. [2nd Bianchi identity]
Let U, V,W,X, Y, Z ∈ Γ(TM). Then

(∇UR)(X,Y, V,W ) + (∇VR)(X,Y,W,U) + (∇WR)(X,Y, U, V ) = 0.

*The proof is omitted*

Proposition 5.2.5. The trace trace(A) = gij〈Aei, ej〉, where gij = 〈ei, ej〉, and {e1, . . . , en} is a dual basis
of V ∗.

*The proof is omitted*

Definition 5.2.6. The Ricci tensor Ric is a (2, 0)-tensor on M , defined by (Ric)p(Xp, Yp) = trace(Ap).

Proposition 5.2.7. The Ricci tensor is symmetric, i.e. Rjk = Rkj .

*The proof is omitted*

Definition 5.2.8. The scalar curvature is the trace of the Ricci curvature.

5.3 Einstein manifolds

Definition 5.3.1. A Riemannian manifold (M, g) is called Einstein if Ric = fg for f ∈ C∞(M).

Then Rjk = fgjk, so R = Rjkg
jk = fgjkg

jk = fδkk = nf . Hence if (M, g) is Einstein, then this function f
must be R/n. This gives the Einstein equation:

Ric =
R

n
g.

Remark 5.3.2. This notation was introduced by Einstein in general relativity. The equations of general
relativity say that Ric− R

2 g = T , for T the stress-energy tensor, which measures the matter in the universe.

In a vacuum, T = 0, so Ric = R
2 g = fg, hence R

2 = R
n . So if n 6= 2, then R = 0. Therefore any solution to

the stress-energy tensor equation in a vacuum must have Ric = 0. This situation is called Ricci-flat.

Remark 5.3.3. We can apply the above observations to the 2nd Bianchi identity. First contract with gi`

and use the fact that ∇ is g-compatible.

∇m(Rijk`g
i`) +∇k(Rij`mg

i`) +∇`(Rijmkgi`) = 0

∇m(Rjk)−∇k(Rjm) +∇`(gi`Rijm`) = 0

Next contract with gjk.

∇mR− gjk∇kRjm − gi`∇`Rim = 0

gpq∇pRqk = 1
2∇kR

The last expression is known as the twice contracted 2nd Bianchi identity. It follows that div(Ric) = 1
2∇R,

where ∇ is the gradient operator.
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Proposition 5.3.4. If (Mn, g) is Einstein and n > 3, then R is constant (i.e. the scalar curvature is
constant).

Proof: So we have that Rij = R
n gij and ∇kRij = 1

n (∇kR)gij , so

gik∇kRij = 1
n (∇kK)gijg

ik

= 1
2∇jR = 1

n∇jR.

Then if n 6= 2,

∇jR = 0 ∀ j iff ∇R = 0

iff dR = 0

iff R = constant.

�

Remark 5.3.5. Note that when N = 2, R may be non-constant. In fact, every such Riemannian manifold
is Einstein. For K : M → R, we have that

R′(X,Y, Z,W ) = g(X,W )g(Y,Z)− g(X,Z)g(Y,W )

R(X,Y, Y,X) = K(|X|2|Y |2 − g(X,Y )2)

= KR(X,Y, Y,X).

Hence if n = 2, Rijk` = K(gi`gjk − gikgj`), where K is the sectional curvature function. In the case of the
Ricci curvature, we have that Rjk = Rijk`g

k` = K(2gjk − gjk) = Kgjk. So any Riemannian 2-manifoldis
Einstein with Ric = Kg, for K the sectional curvature.

Remark 5.3.6. Consider some other remarks about Einstein manifolds.

· It is still a wide open question on which manifolds admit Einstein metrics.

· There exists a variational characterization of Einstein manifolds, called the Einstein–Hilbert functional

H :

{
space of Riemannian

metrics on M

}
→ R,

where H(g) =
∫
g
Rgµg is called the total scalar curvature.

· Fixing some metric g0 on M , we can talk about the conformal class of g0, denoted by [g0], which is the
set of all metrics of the form e2fg0 for some f ∈ C∞(M). When restricted to a fixed conformal class, critical
points of H are the constant scalar curvature metrics ∇R = 0.

The Yamabe conjecture asked, given g0 on M , if there exists a metric g = e2fg0 (i.e. conformal to g0) such
that g0 has constant scalar curvature. It was solved in the affirmative for dimension 2, but counterexamples
have been constructed for dimensions > 3.

5.4 Geometric interpretations of the Riemannian curvature

Remark 5.4.1. Let (x1, . . . , xn) be local coordinates centered at p. Let Xp, Yp ∈ TpM be linearly inde-
pendent. Define r(s, t) = expp(sXp + tYp). This is a diffeomorphism of an open rectangle in (s, t) from the
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plane containing (0, 0) onto an open neighborhood of p ∈M . This may be visualized as below.

Xp

ξ0(s)

Yp

η0(t)

ξt0(s) ηs0(t)

p = (0, 0)

r(s0, t0)

r(s0, 0)r(0, t0)

Let ρ denote the path from p to r(s0, 0) then to r(s0, t0) by the lines indicated, and ρ̃ the path from p to
r(0, t0) then to r(s0, t0) also by the lines indicated. Fix some Zp = Zk ∂

∂xk
|p ∈ TpM , and let Z(s, t) be the

parallel transport of Zp to r(s0, t0) along ρ and Z̃(s, t) the parallel transport of Zp along ρ̃.

Πρ1|[s,0](Zp) = Zk(s)
∂

∂xk


r(s,0)

Z(s, t) = Πρ2(Z(s, 0)) = Zk(s, t)
∂

∂xk


r(s,t)

dZk

ds
= −Γkij

dξi0
ds

Zj
dZk

dt
= −Γkij

dξis0
dt

Zj(s, t)

Π ρ̃1|[0,t](Zp) = Z̃k(t)
∂

∂xk


r(0,t)

Z̃(s, t) = Πρ̃2(Z̃(0, t)) = Z̃k(s, t)
∂

∂xk


r(s,t)

dZ̃k

dt
= −Γkij

dξi0
ds

Z̃j
dZ̃k

dt
= −Γkij

dξis0
dt

Z̃j(s, t)

Above, ρ1 denotes the path from p to r(s0, 0) and ρ2 the path from r(s0, 0) to r(s0, t0). The decomposition
is analogous for ρ̃. After some more calculation, we find that

Z̃k(s, t)− Zk(s, t) = 0 + 0− (R(Xp, Yp)Zp)
k +O(3),

where the first two zeros are the 0th and 1st order terms in the Taylor expansion. So in general,

Z̃(s, t)− Z(s, t) = −R(Xp, Yp)Zp(s, t) +O(3).

In other words, the curvature is a local obstruction to the path independence of parallel transport. This
may be formulated in a more precise manner, as below.

Theorem 5.4.2. [Ambrose, Singer]
Let Mn be a connected and simply-connected manifold with ∇ the Levi–Civita connection on TM . Then
the homolonomy group H of ∇ at p ∈M is a compact Lie group. The Lie algebra h is generated as a vector
space by the curvature operator R(Xp, Yp) for all Xp, Yp ∈ TpM .

Remark 5.4.3. There is another interpretation of curvature, specific to the Riemann curvature tensor.Let
f : Lk → Mn be an immersion, so (f∗)p : TpL → Tf(p)M is injective for all p. Then further, (f∗)p(TpL) ⊂
Tf(p)M .

M

L

TpM

TpL
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Now we may view L as a subset of M with i : L→ M the inclusion map, which is a smooh 1-1 immersion.
If g is a metric on M , then i∗g = g|L is a metric on L. Note if p ∈ L, then TpM = TpL⊕ (TpL)⊥, where the
second term is the orthogonal complement with respect to g. Using this structure we can make some new
definitions.

Definition 5.4.4. Let NpL = (TpL)⊥ be the normal space to L at p. Let NL =
⊔
p∈LNpL be the normal

bundle of L in M , essentially then bundle of (n− k)-dimensional vector spaces over L.

Remark 5.4.5. Given p ∈ L, we can find a local frame {E1, . . . , En} over some U 3 p such that when
restricted to U ∩ L, {E1, . . . , Ek} is a frame for TL, so then {Ek+1, . . . , En} is a frame for NL. So consider
a vector field X along L, meaning that X ∈ Γ(i∗(TM)) = Γ(TM |L) = Γ(TL⊕NL). Then given Xp ∈ TpL,
we can decompose it as

Xp = XT
p +XN

p .∈ ∈

TpL NpL

Let ∇M be the Levi–Civita connection of g on M . Let X,Y be vector fields along L. Then

∇MX Y =
(
∇MX Y

)T
+
(
∇MX Y

)N
.

Proposition 5.4.6. With reference to the notation above,

i. (X,Y ) → (∇MX Y )T is a connection on TL and is metric-compatible and torsion-free. By uniqueness,(
∇MX Y

)T
= ∇LXY .

ii.
(
∇MX Y

)N
= B(X,Y ) = B(Y,X) is symmetric in X and Y

iii. For V ∈ Γ(NL), g
(
∇MX V, Y

)
= −g(V,B(X,Y )). This is called the Weingarten equation.

Proof: Only a sketch of i. is presented. To show that it is torsion-free, note that

(∇mXY )
T −

(
∇MY X

)T
=
(
∇MX Y −∇MY X

)T
= ([X,Y ])

T
= [X,Y ].

For metric compatibility, where X,Y, Z are all tangent to L, observe that

X(g(Y,Z)) = g
(
∇MX Y, Z

)
+ g

(
Y,∇MX Z

)
= g

((
∇MX Y

)T
, Z
)

+ g
(
Y,
(
∇MX Z

)T)
.

�

Corollary 5.4.7. [Gauss]
For vector fields X,Y, Z,W along L,

RM (X,Y, Z,W ) = RL(X,Y, Z,W )− g(B(X,W ), B(Y,Z)) + g(B(X,Z), B(Y,W )).

This is called the Gauss equation.

Remark 5.4.8. Let (M, g) be a Riemannian manifold with p ∈M and σp ⊂ TpM a 2-dimensional subspace.
Let V ⊂ TpM on which expp : V → M . Define S = expp(V ∩ σp), where V ∩ σp is an open neighborhood
of 0p. Then S is a 2-dimensional immersed submanifold of M . More specifically, it is the collection of all
points on geodesics starting at p with initial velocities in σp. Now apply the Gauss equation to L = S.

Let Xp ∈ σp with γ(t) = γXp(t) geodesics, so 0 = DM
t γ
′ = DL

t γ
′ + β(γ′, γ′), where β is the normal

component. Hence β(γ′, γ′) = 0 at t = 0, so β(Xp, Xp) = 0 for all Xp ∈ σp. By polarization (β is
symmetric), β(Xp, Yp) = 0 for all Xp, Yp ∈ σp. Hence the Gauss equation gives that

RM (X,Y, Y,X) = RL(X,Y, Y,X)
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for all X,Y tangent to S. This may be equivalently written as KM (σp) = KL(σp) for KL : S → R. Hence
if p ∈ M and σp ⊂ TpM , S is 2-dimensional, and the sectional curvature KM

p (σp) of g equals the sectional

curvature KL(σp) of (S, g|S). Consider this in the following situations:

K > 0 K < 0 K = 0

Hence the sign of Kp(σp) describes the qualitative behavior of geodesics.
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Index of notation

TpM tangent space to M at p, 4
π projection map, 6
Γ(TM) space of smooth vector fields on M , 6
Θt flow on M , 10
LVW Lie derivative of W with respect to V , 15
Ωk(M) space of all k-forms on M , 21
DtV covariant derivative of the vector field V , 28
Πγ(Vp) parallel transport of Vp along γ, 30
T (X,Y ) torsion of two vector fields in Γ(TM), 31
g Riemannian metric, 31
[,# flat and sharp musical isomorphisms, 35
∇f gradient of a smooth map f , 35
Hn n-dimensional hyperbolic space, 36
µ volume form, 40
g left-invariant vector fields, 41
Ig conjugation by g operator, 41
Ad(g) pushforward of conjugation by g operator, 42
L(γ) length of a curve γ, 47
K(Lp) sectional curvature of M at the 2-plane Lp ∈ TpM , 56
NpL normal space of an immersed submanifold L in M , 60

Index

1-form, 19

acceleration, 28
adjoint, 42
admissible curve, 48

family of, 50
Ambrose–Singer theorem, 59
arc length, 48

backward reparametrization,
47

bi-invariant tensor, 42
Bianchi identity, 57

change of basis, 5
chart, 3

normal coordinate, 45
coform, 27
commutation, 16
compatible connection, 37
complete vector field, 10
conformal class, 58
conformal diffeomorphism, 36
conjugation, 41
connection, 23

compatible, 37
Euclidean, 24

Levi-Civita, 38
Riemannian, 38
torsion-free, 37

coordinate chart, 2
normal, 45

cotangent bundle, 19
cotangent space, 19
covariant derivative, 23
covector field, 19
curvature

scalar, 57
sectional, 56
total scalar, 58

curvature tensor, 55
curve

admissible, 48
aims at a point, 54
locally minimizing, 54
minimizing, 50
regular, 47
unit speed, 48

derivation, 4
derivative, 27
diffeomorphism, 3
differential, 4, 20

distance, 49
divergence, 41
divergence theorem, 41
dual basis, 19
dual chart, 19
dual coform, 27

Einstein equation, 57
Einstein manifold, 57
Einstein–Hilbert functional,

58
Euclidean connection, 24
exponential map, 43
exterior derivative, 22

F -related, 7
family of admissible curves, 50
fixed-point variation, 52
flat, 34
flat ([), 35
flow, 10

global, 10
local, 11

flow domain, 11
form, 19, 21
forward reparamerization, 47
frame
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standard global, 31
fundamental theorem of

Riemannian
geometry, 38

Gauss equation, 60
Gauss lemma, 53
geodesic, 28

Riemannian, 38
geodesic ball, 46
geodesic sphere, 46
geodesically complete

manifold, 54
global flow, 10
gradient, 35

holonomy, 31
Hopf–Rinow theorem, 54
hyperbolic space, 36

immersed submanifold, 32
immersion, 32
induced metric, 33
infinitesimal generator, 10
injective immersion, 32
integral curve, 8
invariant, 16
isometry, 34

Jacobi identity, 7

left-invariant tensor, 42
lemma

Gauss, 53
rescaling, 43
symmetry, 51

length
of admissible curve, 48
of smooth curve segment,

47
Levi-Civita connection, 38
Lie bracket, 7
Lie derivative, 14
Lie group, 3
local flow, 11
local isometry, 34
locally minimizing curve, 54
Lorentzian metric, 31

manifold
Einstein, 57
geodesically complete, 54
parallelizable, 24
smooth, 2
topological, 2

metric
induced, 33
Lorentzian, 31
pseudo-Riemannian, 31
pullback, 33
Riemannian, 31
round, 33

minimizing curve, 50
musical isomorphism, 35

normal bundle, 60
normal coordinate chart, 45
normal space, 60

orientation, 39

parallel
tensor, 30
transport, 29
vector field, 30

partial derivative, 5
partition of unity, 3
projection map, 6
proper variation, 52
pseudo-Riemannian metric, 31
pullback, 22
pullback metric, 33
pushforward, 4

radial function, 46
radial vector field, 46
regular curve, 47
regular point, 12
reparametrization

backward, 47
forward, 47
of a curve, 47, 48

rescaling lemma, 43
Ricci tensor, 57
Ricci-flat, 57
Riemann curvature tensor, 55
Riemannian connection, 38
Riemannian geodesic, 38
Riemannian metric, 31
right-invariant tensor, 42
round metric, 33

scalar curvature, 57
sectional curvature, 56
sharp (#), 35
singular point, 12
skew-symmetric product, 32
smooth curve, 5
smooth curve segment, 47
smooth manifold, 2

smooth map, 3
smooth structure, 2
speed, 38
standard global frame, 31
Stokes’ theorem, 40
stress-energy tensor, 57
symmetric product, 32
symmetry lemma, 51

tangent bundle, 6
tangent space, 4
tensor, 20

bi-invariant, 42
left-invariant, 42
Ricci, 57
right-invariant, 42
stress-energy, 57

theorem
Ambrose–Singer, 59
canonical form, 13
divergence, 41
flow box, 13
Frobenius, 12, 18
Hopf–Rinow, 54
of global flows,

fundamental, 11
of Riemannian geometry,

fundamental, 38
Picard-Lindelof, 9
Stokes’, 40

topological manifold, 2
torsion, 31
torsion-free connection, 37
total scalar curvature, 58
totally normal subset, 46

uniformly normal subset, 46
unit speed curve, 48

variation, 52
proper, 52

variation field, 52
vector field, 6

complete, 10
left-invariant, 7
radial, 46

velocity vector, 5
volume, 40
volume form, 40

wedge product, 21
Weingarten equation, 60

Yamabe conjecture, 58
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Index of mathematicians

Ambrose, Warren, 59

Betti, Enrico, 41
Bianchi, Luigi, 57

Einstein, Albert, 57

Frobenius, Ferdinand Georg,
12, 18

Gauss, Carl Friedrich, 53, 60

Hilbert, David, 58
Hopf, Heinz, 54

Jacobi, Carl Gustav Jakob, 7

Leibniz, Gottfried Wilhelm, 4,
7, 23

Levi-Civita, Tullio, 23, 38
Lie, Sophus, 3, 7, 14
Lindelof, Ernst, 9
Lorentz, Hendrik, 31

Picard, Emile, 9

Ricci-Curbastro, Gregorio, 57
Riemann, Bernhard, 55
Rinow, Will, 54

Singer, Isadore, 59
Stokes, George, 40

Weingarten, Julius, 60

Yamabe, Hidehiko, 58
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